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Chapter 1: Executive Summary

Chapter1 Executive Summary

This chapter presents the following topics:

DOCUMENT PUIPOSE...cceeeeeeeeeeereeeeesesesesesssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 12
AUAIENCE ....cueericnnriineiininenensnteesssseessssiesssseessssesssssesssssesssstesssssesssssessssessssssssssssssssseses 12
SOLULION PUIPOSE ...ceevrunerienssnnricsssnrsscsssssnsessssssssssssssssssssssssssssssssssssssssssssssssssssssssnanss 13
BUSINESS CHALLENGE....ccceeeeeeeeeeerrrrnnneeeeececersssnneneeeeesecssssssnsssnsesasssssssssasssssassasssssannannans 13
TeChnologY SOIULION.......ueieirueicireicnsnnicisnnisssnnisssanisssansssnsesssnsessssssssssssssssssssnsssssnsssses 14
TEIrMINOIOBY ccuueriieirrunrienssranrecsssnnrecssssaseossssasssssssssssesssssssssssssssssssssssssesssssassssssssassssssne 16

EMC Pivotal BN wvmware




Chapter 1: Executive Summary

Document purpose

This Solution Guide is a comprehensive overview of the EMC Enterprise Hybrid Cloud
solution, and describes how it can be used to enable IT organizations to quickly
deploy an on-premises hybrid cloud that delivers infrastructure as a service (laa$S)
and other cloud services to your business. This guide introduces the key
components, architecture, use cases and functionality of the EMC Enterprise Hybrid
Cloud solution.

The EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:
Foundation Infrastructure Reference Architecture and this Solution Guide describe the
reference architecture and the foundation that EMC Enterprise Hybrid Cloud add-on
solutions are built on.

The following documents provide further information about how to implement
specific capabilities or enable specific use cases within the EMC Hybrid Cloud
solution:

o EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:
Data Protection Continuous Availability Solution Guide

o [EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:
Data Protection Disaster Recovery Solution Guide

o EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:
Data Protection Backup Solution Guide

o EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Hadoop Applications Solution Guide

o EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Pivotal CF Platform as a Service Solution Guide

o EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Security Management Solution Guide

o EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Public Cloud Integration Guide

Audience

This document is intended for executives, managers, architects, cloud
administrators, and technical administrators of IT environments who want to
implement or use the EMC Enterprise Hybrid Cloud solution. Readers should be
familiar with VMware® vCloud Suite®, storage technologies, and general IT functions
and requirements, and how they fit into a hybrid cloud architecture.
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Chapter 1: Executive Summary

Solution purpose

The EMC Enterprise Hybrid Cloud solution enables EMC customers to build an
enterprise-class, scalable, multitenant cloud that enables:

e Complete management of the infrastructure service lifecycle

e On-demand access to and control of network bandwidth, servers, storage, and
security

e Provisioning, monitoring, and management of the infrastructure services by the
line-of-business end user, without IT administrator involvement

e Provisioning of application blueprints with associated infrastructure resources
by line-of-business application owners without IT administrator involvement

e Provisioning of backup, continuous availability, and disaster recovery services
as part of the cloud service provisioning process

e Maximum asset utilization

The EMC Enterprise Hybrid Cloud solution provides a reference architecture and best
practice guidance that is necessary to integrate all the key components and
functionality of a hybrid cloud.

Business challenge

While many organizations have successfully introduced virtualization as a core
technology within their data center, the benefits of virtualization have largely been
restricted to the IT infrastructure owners. End users and business units within
customer organizations have not experienced many of the benefits of virtualization,
such as increased agility, mobility, and control.

Transforming from the traditional IT model to a cloud-operating model involves
overcoming the challenges of legacy infrastructure and processes, such as:

¢ Inefficiency and inflexibility
e Slow, reactive responses to customer requests
e Inadequate visibility into the cost of the requested infrastructure

e Limited choice of availability and protection services

The difficulty in overcoming these challenges has given rise to public cloud providers
who have built technology and business models specifically catering to the
requirements of end-user agility and control. Many organizations are under pressure
to provide these same service levels within the secure and compliant confines of the
on-premises data center. As a result, IT departments need to create cost-effective
alternatives to public cloud services, alternatives that do not compromise enterprise
features such as data protection, disaster recovery, and guaranteed service levels.
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Technology solution

This EMC Enterprise Hybrid Cloud solution integrates the best of EMC and VMware
products and services, and empowers IT organizations to accelerate implementation
and adoption of hybrid cloud infrastructure, while still enabling customer choice for
the compute and networking infrastructure within the data center. The solution caters
to customers who want to preserve their investment and make better use of their
existing infrastructure and to those who want to build out new infrastructures
dedicated to a hybrid cloud.

This solution takes advantage of the strong integration between EMC technologies
and the VMware vCloud Suite. The solution, developed by EMC and VMware product
and services teams includes EMC scalable storage arrays, integrated EMC and
VMware monitoring, and data protection suites to provide the foundation for enabling
cloud services within the customer environment.

Key components This section describes the key components of the solution, as shown in Figure 1.
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Figure 1. EMC Enterprise Hybrid Cloud solution components

Data center virtualization and cloud management

VMware vCloud Automation Center

VMware vCloud® Automation Center™ (vCAC) enables customized, self-service
provisioning and lifecycle management of cloud services that comply with
established business policies. vCAC provides a secure portal where authorized
administrators, developers, and business users can request new IT services and
manage existing computer resources from predefined user-specific menus.
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VMware vSphere ESXi and VMware vCenter Server

VMware vSphere® ESXi™ is a virtualization platform for building cloud
infrastructures. vSphere enables you to confidently run your business-critical
applications to meet your most demanding service level agreements (SLAs) at the
lowest total cost of ownership (TCO). vSphere combines this virtualization platform
with the award-winning management capabilities of VMware vCenter Server™. This
solution gives you operational insight into the virtual environment for improved
availability, performance, and capacity utilization.

VMware vCenter Orchestrator

VMware vCenter™ Orchestrator™ (vCO) is an IT process automation engine that
helps automate the cloud and integrates the vCloud Suite with the rest of your
management systems. vCO enables administrators and architects to develop
complex automation tasks within the workflow designer. The vCO library of pre-built
activities, workflows, and plug-ins help accelerate the customization of vCAC
standard capabilities.

VMware vCloud Networking and Security

VMware vCloud Networking and Security™ (vCNS) is a software-defined networking
and security solution that enhances operational efficiency, unlocks agility, and
enables extensibility to rapidly respond to business needs. It provides a broad range
of services in a single solution, including virtual firewall, virtual private network
(VPN), load balancing, and VXLAN-extended networks.

Premium deployment option: VMware NSX for vSphere

An alternative deployment option to vVCNS is VMware NSX™ for vSphere. NSX is the
next generation of software-defined network virtualization and offers additional
functionality and improved performance over vCNS and traditional network and
security devices. This additional functionality includes distributed logical routing,
distributed firewalling, logical load balancing, and support for routing protocols.
Where workloads on different subnets share the same host, the distributed logical
router optimizes traffic flows by routing locally. This enables substantial performance
improvements in throughput, with distributed logical routing and firewalling
providing line-rate performance distributed across many hosts. NSX also introduces
Service Composer, which integrates with third-party security services.

VMware vCenter Operations Manager

VMware vCenter Operations Manager™ (vC Ops) is the key component of the vCenter
Operations Management Suite. It provides a simplified approach to operations
management of vSphere, and physical and cloud infrastructures. vC Ops provides
operations dashboards to gain insights and visibility into the health, risk, and
efficiency of your infrastructure, performance management, and capacity
optimization capabilities.
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VMware vCenter Log Insight

VMware vCenter Log Insight™ delivers automated log management and aggregation.
With an integrated cloud operations management approach, Log Insight provides the
operational intelligence through log analytics and search for enterprise-wide
visibility. It provides service-level awareness to ensure operational efficiency in
dynamic hybrid cloud environments.

VMware IT Business Management Suite

VMware IT Business Management™ (ITBM) Suite provides transparency and control
over the cost and quality of IT services. By providing a business context to the
services that IT offers, ITBM helps IT organizations move from a technology
orientation to a service-broker orientation, delivering a portfolio of IT services that
aligns with the needs of business stakeholders.

EMC storage services

EMC ViPR

EMC ViPR® is a lightweight, software-only solution that transforms existing storage
into a simple, extensible, and open platform. ViPR extends current storage
investments to meet new cloud-scale workloads, and enables simple data and
application migration out of public clouds and back under the control of IT (or vice
versa). ViPR gives IT departments the ability to deliver on-premises, fully automated
storage services at price points that are at or below public cloud providers.

EMC ViPR SRM

EMC ViPR SRM, storage resource management software, provides comprehensive
monitoring, reporting, and analysis for heterogeneous block, file, and virtualized
storage environments. It enables you to visualize applications to storage
dependencies, monitor and analyze configurations and capacity growth, and
optimize your environment to improve return on investment.

Terminology

Table 1 lists the terminology used in the guide.

Table 1. Terminology

Term Definition

ACL Access control list

AD Active Directory

AlIA Authority Information Access

API Application programming interface

Blueprint A blueprint is a specification for a virtual, cloud, or physical
machine and is published as a catalog item in the common
service catalog

EMC’ Pivotal BN wvmware




Chapter 1: Executive Summary

Term Definition

Business group A managed object that associates users with a specific set of
catalog services and infrastructure resources

CA Certification authority

CBT Changed Block Tracking

CDP CRL Distribution Point

CRL Certificate Revocation List

CSR Certificate Signing Request

DHCP Dynamic Host Configuration Protocol

Fabric group A collection of virtualization compute resources and cloud
endpoints managed by one or more fabric administrators

FQDN Fully qualified domain name

HSM Hardware security module

laaS Infrastructure as a service

IS Internet Information Services

LAG Link aggregation that bundles multiple physical Ethernet

links between two or more devices into a single logical link
can also be used to aggregate available bandwidth,
depending on the protocol used.

LDAP Lightweight Directory Access Protocol

LDAPS LDAP over SSL

MCCLI Management Console Command Line Interface
PEM Privacy Enhanced Electronic Mail

PKI Public key infrastructure

PVLAN Private virtual LAN

SSL Secure Sockets Layer

TACACS Terminal Access Controller Access Control System
VDC Virtual device context

vDS Virtual distributed switch

VLAN Virtual local area network

VRF Virtual routing and forwarding

VS| Virtual Storage Integrator

VXLAN Virtual Extensible LAN
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Chapter2  Software-Defined Data Center

Overview

This chapter presents the following topics:
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Overview

The EMC Enterprise Hybrid Cloud is an engineered solution that offers a simplified
approach to IT functionality for IT organizations, developers, end users, and line-of-
business owners. In addition to delivering baseline infrastructure as a service (laaS),
built on the software-defined data center (Software-Defined Data Center) architecture,
the EMC Enterprise Hybrid Cloud also delivers feature-rich capabilities to expand from
laaS to business-enabling IT as a service (ITaaS).

Backup as a service (BaaS) and disaster recovery as a service (DRaaS) policies can be
enabled with just a few clicks. End users and developers can quickly gain access to a
marketplace of application resources, from Microsoft, Oracle, SAP, EMC Syncplicity,
Pivotal, and third-party vendors as needed. Resources can be deployed on private
cloud or EMC-powered public cloud service providers, including VMware vCloud
Air™,
This solution includes the following features and functionality, as shown in Figure 2:

e Automation and self-service provisioning

e Multitenancy and secure separation

e Workload-optimized storage

o Elasticity and service assurance

e Monitoring and resource management
e Metering and chargeback

e EMC and VMware integration
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Figure 2. EMC Enterprise Hybrid Cloud features and functionality

Automation and self-service provisioning

This EMC Enterprise Hybrid Cloud solution provides self-service provisioning of
automated cloud services to end users and infrastructure administrators. The EMC
Enterprise Hybrid Cloud uses VMware vCloud Automation Center (vCAQ), integrated
with EMC ViPR and VMware NSX, to provide the compute, storage, network, and
security virtualization services for the software-defined data center. These services
enable rapid deployment of business-relevant cloud services across your hybrid
cloud and physical infrastructure.

Cloud users can request and manage applications and compute resources within
established operational policies; this can reduce IT service delivery times from days
or weeks to minutes. Features include:

e Cross-cloud storefront: Acts as a service governor that provisions workloads
based on business and IT policies

¢ Role-based self-service portal: Delivers a user-specific catalog of IT services

e Resource reservations: Enable resources to be allocated to a specific group and
ensures that access is limited to that group

e Service levels: Define the amount and type of resources a specific service can

receive either during the initial provisioning or as part of any configuration
changes

EMC’ Pivotal BN wvmware




Chapter 2: Software-Defined Data Center Overview

¢ Build specifications: Contain the automation policies that specify the process
for building or reconfiguring compute resources

In this solution, vCAC provides lines of business with the ability to rapidly deploy
cloud applications and services to meet the demands of the business. vCAC provides
the ability to divide a shared infrastructure into logical partitions that can be
assigned to different business units. Using role-based entitlements, business users
can manage resources from their own self-service catalog of custom-defined services
and blueprints. Each user’s catalog presents the virtual machines, applications, and
service blueprints they are entitled to, based on their assigned role within the
business.

Service blueprints enable cloud infrastructure administrators to deploy new EMC
services supported ViPR for automated storage services, and Avamar® and Data
Domain® for backup and restore services.

Virtual machine and application blueprints can be single machine or multimachine,
covering both bare metal server and virtual machine deployments. Multitier
enterprise applications requiring multiple components (application, database, and
web) and service levels can be deployed easily from predefined blueprints.

Figure 3 shows the EMC Enterprise Hybrid Cloud self-service portal in VMware vCAC.

Service Catalog
Browse the catalog for services you need.

All Services (24) search
. All Services
Data Protection = Oracle 11.2.0.4 EHC DEMO @ Provision Cloud Storage Q RedHatLinux_x64
Provisioning-Oracle Provisioning-DevOps g Provisioning-DevOps
Create private cloud storage redHat
.";' tiers with ViPR
Machine Provisionin,
o’ : Reues
k.._ré' Microsoft Exchange
g‘ “9° ﬁk Run Data Protection Ad... sharePnlnt 2I110 \ Ubuntu Vlrtual Mau:hlne
Provisioning DevOps Provisioning-Sharepoint
) Choose a data protection e Thls request will deph]y J Uburrtu V\rlual Machme to be
. Microsoft SharePoint senice level. A report v - SharePoint 2010 on a . deployed to the Public C
Reaues
Sed  Oracle
. Verslons Flepurt "u Wndows ZUUB R2 ry Wndows!l:ﬂz
_ F oning Dev il Provis Ops
Provision Cloud Storage Relneve version mfcrmalmn from U Standard WmZkﬁ R2 wirtual 20 Base msta\lallun umedows
the EMC Hybrid Cloud = machine build 2012 - no patches applied

'J vCloud Air

=l

Figure 3. Self-service provisioning through the vCAC portal

Data protection policies can be applied to virtual machine resources at provisioning
time, which later enables users to request on-demand backups and restores of their
virtual machines, and generate backup reports from the vCAC self-service portal.

As part of the vCAC provisioning process, NSX virtual networks can be used to provide
an on-demand deployment model including custom networks. This enables a custom

RSA
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network configuration to be established as part of a multi-tier virtual machine
provisioning process.

This solution is built to work with new and existing infrastructures. It supports the
differing requirements of an enterprise’s many business units, and integrates with a
wide variety of existing IT systems and best practices.

Multitenancy and secure separation

Multitenancy access requirements in a cloud environment range from shared, open
resource access to completely isolated resources. This solution provides the ability to
enforce physical and virtual separation for multitenancy, offering different levels of
security to meet business requirements. This separation can encompass network,
compute, and storage resources, to ensure appropriate security and performance for
each tenant.

The solution supports secure multitenancy through vCAC role-based access control
(RBAC), enabling vCAC roles to be mapped to Active Directory groups. vCAC uses
existing authentication and business groupings. User access to self-service portal is
governed by the user’s business role.

Physical segmentation of resources can be achieved in vCAC to isolate tenant
resources or to isolate and contain compute resources for licensing purposes. For
example, Oracle licensing costs can be managed by limiting the amount of CPU
resources assigned to a particular resource group.

Virtualized compute resources within the software-defined data center are objects
inherited from the vSphere endpoint, most commonly representing VMware vSphere
ESXi hosts, host clusters, or resource pools. Compute resources can be configured at
the vSphere layer to ensure physical and logical separation of resources between
functional areas such as Production, and Testing and Development (Test/Dev).

Valid concerns exist around information leakage and “nosy neighbors” on a shared
network infrastructure. Consumers of the provisioned resources need to operate in a
dedicated environment and benefit from infrastructure standardization. To address
these concerns, this solution was designed for multitenancy with a defense-in-depth
perspective, which is demonstrated through:

e Implementing virtual local area networks (VLANs) to enable isolation at Layer 2
throughout the solution and where it intersects with the enterprise network

¢ Implementing network security controls such as PVLANs, VRFs, and VDCs to
provide isolation at Layer 3

e Using VXLAN overlay networks to segment tenant and business group traffic
flows

e Integrating with firewalls functioning at the hypervisor level to protect
virtualized applications and enable security policy enforcement in a consistent
fashion throughout the solution
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e Deploying provider and business group edge firewalls to protect the business
group and tenant perimeters

For more details refer to Network security and the EMC Enterprise Hybrid Cloud 2.5,
Federation Software-Defined Data Center: Security Management Solution Guide.

Security

This solution enables customers to enhance security by establishing a hardened
security baseline across the hardware and software stacks supporting their EMC
Enterprise Hybrid Cloud infrastructure. The solution helps to reduce concerns around
the complexities of the underlying infrastructure by demonstrating how to tightly
integrate an as-a-service solution stack with public key infrastructure (PKI) and a
common authentication directory to provide centralized administration and tighter
control over security.

The solution addresses the challenges of securing authentication and configuration
management to comply with industry and regulatory standards through:

e Securing the infrastructure with a PKI support for authenticity, non-repudiation,
and encryption

e Converging the various authentication sources into a single directory to enable
a centralized point of administration and policy enforcement

e Using configuration management tools to generate infrastructure reports for
audit and compliance purposes

VMware NSX for vSphere

The EMC Enterprise Hybrid Cloud can employ NSX for vSphere to offer significant
advancements over the vCNS networking and security feature set. Enhanced
networking and security features in NSX include:

¢ NSXlogical routing and firewalls: Provide line-rate performance distributed
across many hosts instead of being limited to a single virtual machine or
physical host.

o Distributed logical routers: Contain East-West traffic within the hypervisor when
the source and target virtual machines reside on the same host.

¢ Logical load balancer: Enables load sharing across a pool of virtual machines
with configurable health check monitoring and application-specific rules for
service high availability, URL rewriting, and advanced Secure Sockets Layer
(SSL) handling. A distributed firewall enables consistent data-center-wide
security policies.

e Security policies: Can be applied directly to security groups enabling greater
flexibility in enforcing security policies.
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Workload-optimized storage

This solution enables customers to take advantage of the proven benefits of EMC
storage in an EMC Enterprise Hybrid Cloud environment. Using EMC ViPR storage
services and ExtremlO, VNX, and VMAX capabilities, this solution provides policy-
based, software-defined storage management of EMC block and file storage.

With a scalable storage architecture that uses the latest flash and tiering
technologies, ExtremlO, VNX, and VMAX storage arrays enable customers to satisfy
any workload requirements with maximum efficiency and performance, in the most
cost-effective way. With ViPR the storage configuration is abstracted and presented
as a single storage control point, enabling cloud administrators to access all
heterogeneous storage resources within a data center as if they were a single large
array.

Storage administrators maintain control of storage resources and policies while
enabling the cloud administrator to automatically provision storage resources into
the cloud infrastructure.

Elasticity and service assurance

This solution uses a combination of tools to provide environmental visibility and
alerts required to proactively ensure service levels in virtual and cloud environments.
Using vCAC and tools provided by EMC, administrators and end users can
dynamically add resources as needed, based on their performance requirements.

Infrastructure administrators manage storage, compute, and network resources
within resource pools, while end users manage those resources at a virtual machine
level to achieve the service levels required by their application workloads.

Cloud users can select from a range of service levels of compute, storage, and data
protection for their applications to achieve the most efficient use of the resources
within their software-defined data center environment.

Monitoring and resource management

This solution features automated monitoring capabilities that provide IT
administrators with a comprehensive view of the cloud environment to enable
intelligent decision making for resource provisioning and allocation. These
capabilities are based on a combination of VMware vCenter Operations Manager
(vC Ops) dashboards, alerts, and analytics, using extensive storage detail provided
through EMC analytics adapters for ViPR, VNX, and VMAX.

vC Ops provides pre-built and configurable dashboards for real-time performance,
capacity, and configuration management. Performance data is interpreted and
assigned a health risk value, and efficiency metrics that enable IT administrators to
easily identify evolving performance problems. Integrating vC Ops with EMC ViPR
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Analytics enables full end-to-end visibility of the entire infrastructure, from virtual
machine to LUN and every point in between.

The ViPR Analytics and EMC Storage Analytics (ESA) packs are presented through the
vC Ops custom interface. This enables administrators to quickly identify the health of
EMC ViPR virtual arrays, physical EMC VMAX, VNX, and VPLEX arrays using
customized EMC dashboards for vC Ops, such as the EMC ViPR dashboard shown in

Figure 4.
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Figure 4. EMC ViPR Analytics with VMware vCenter Operations Manager

Capacity analytics in vC Ops identify over-provisioned resources so they can be right-
sized for the most efficient use of virtualized resources. What-if scenarios eliminate
the need for separate performance and capacity modeling.

EMC ViPR SRM offers comprehensive monitoring and reporting for this hybrid cloud
solution that helps IT visualize, analyze, and optimize their software-defined storage
infrastructure. Cloud administrators can use ViPR SRM to understand and manage the
impact that storage has on their applications and view the topologies of their hybrid
cloud from application to storage. Capacity and consumption of EMC ViPR software-
defined storage and SLA issues can be identified through real-time dashboards or
reports in order to meet the needs of the wide range of hybrid cloud consumers.

In addition, VMware vCenter Log Insight provides the ability to centralize and
aggregate system and application logs. Each system in the hybrid cloud solution can
be configured to forward logs to the Log Insight system for event analytics and
reporting. When configured with vCenter Log Insight, EMC content packs for Avamar,
VNX, and VMAX provide customizable dashboards and user-defined fields
specifically for those EMC products, which enable administrators to conduct problem
analysis and analytics on the storage array and backup infrastructure.

EMC’ Pivotal BN wvmware




Chapter 2: Software-Defined Data Center Overview

Metering and chargeback

The solution uses VMware IT Business Management (ITBM) Suite to provide cloud
administrators with metering and cost information across all business groups in the
enterprise. ITBM reports the virtual machine and blueprints costs based on business
units and application groups across the hybrid cloud environment.

VMware ITBM Standard Edition uses its own reference database, which has been
preloaded with industry-standard and vendor-specific cost data to compute the cost
of virtual CPU (vCPU), RAM, and storage. These prices, which default to cost of CPU,
RAM, and storage, are automatically consumed by vCAC, where the cloud
administrator can change them as appropriate. This eliminates the need to manually
configure cost profiles in vCAC and assign them to compute resources.

ITBM is integrated into the vCAC portal for the cloud administrator and presents a
dashboard overview of the hybrid cloud infrastructure, as shown in Figure 5.
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Figure 5. ITBM Suite overview dashboard for hybrid cloud

ITBM is also integrated with VMware vCenter and can import existing resource
hierarchies, folder structures, and vCenter tags to associate hybrid cloud resource
usage with business units, departments, and projects.
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Modular add-on components

Application The EMC Enterprise Hybrid Cloud uses VMware vCloud Application Director™ to

services optimize application deployment and release management through logical
application blueprints in vCAC. A drag-and-drop user interface lets you quickly and
easily deploy blueprints for applications and databases such as Microsoft Exchange,
Microsoft SQL Server, Microsoft SharePoint, Oracle, SAP, and Cloud Foundry.

Data protection Using EMC customized vCenter Orchestrator workflows, administrators can quickly

services and easily set up multitier data protection policies that users can assign when
provisioning their virtual machines. The backup infrastructure takes advantage of
Avamar and Data Domain features such as deduplication, compression, and VMware
integration.

Avamar provides scalable backup and restore capabilities with integrated data
deduplication, which reduces total disk storage by up to 50 times and enables cost-
effective, long-term retention on Avamar Data Store servers. Avamar can alternatively
use a Data Domain appliance as the backup target.

Using the vCAC application program interface (API) and extensibility toolkits, this
solution implements custom functionality to provide Avamar-based, image-level
backup services for applications and file systems within a single organization or
multiorganization hybrid cloud environment.

With this solution, enterprise administrators can offer laaS with EMC backup to end
users who want a flexible, on-demand, automated backup infrastructure without
having to purchase, configure, or maintain it.

Continuous A combination of EMC VPLEX® and VMware vSphere vMotion® enables hybrid cloud

availability users to effectively distribute applications and their data across multiple hosts over
synchronous distances. With virtual storage and virtual servers working together over
distance, your infrastructure can provide load balancing, real-time remote data
access, and improved application protection. All mobility and migration of live
systems is seamlessly executed between sites, completely transparent to users and
applications.

Disaster recovery  The EMC Enterprise Hybrid Cloud enables cloud administrators to select DR
protection for their applications and virtual machines when deploying from the vCAC
self-service catalog. EMC ViPR automatically places these systems on storage that is
protected remotely by EMC RecoverPoint. VMware vCenter Site Recovery Manager™,
through tight integration with the EMC RecoverPoint Storage Replication Adapter
(SRA), can automate the recovery of all virtual storage and virtual machines at a
recovery or failover site.
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Public cloud services

This EMC Enterprise Hybrid Cloud solution enables IT organizations to broker public
cloud services. This solution has been validated with VMware vCloud Air as a public
cloud option that can be accessed directly from the solution's self-service portal by
administrators and users. End users can provision virtual machines while IT
administrators can perform virtual machine migration (offline) from the on-premises
component of their hybrid cloud to vCloud Air using VMware vCloud Connector®.

EMC and VMwatre integration

Storage services

This EMC Enterprise Hybrid Cloud solution contains many integration points between
EMC and VMware products. This section highlights some of the key integration points
and what they mean to the overall solution.

Some of the EMC ViPR-based integration points are shown in Figure 6.
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Figure 6. EMC ViPR integration points with VMware

While managed by ViPR, VNX and VMAX storage arrays both support VMware vSphere
Storage APIs—Array Integration (VAAI), which offloads ESXi host operations to the
arrays to optimize server performance.

The ViPR Storage Provider integrates ViPR with VMware vSphere Storage API for
Storage Awareness™ (VASA). This enables vCenter to collect and report the storage
capabilities of ViPR-provisioned datastores. Administrators use the VASA information
to make intelligent placement decisions and optionally configured virtual machine
and datastore service-level storage policies.

All VMware vSphere ESXi servers run EMC PowerPath/VE for automatic path
management and |/0 load balancing in the SAN. EMC PowerPath/VE automates
failover and recovery and optimizes load balancing of data paths in virtual
environments to ensure availability, performance, and the ability to scale-out
mission-critical applications.
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Orchestration

Operational
management and
monitoring

Metering

Summary

The ViPR plug-in for VMware vCenter Orchestrator (vCO) provides an orchestration
interface to the EMC ViPR software platform. The EMC ViPR plug-in has pre-packaged
workflows that automate common ViPR operations such as Virtual Machine File
System (VMFS) or Network File System (NFS) datastore provisioning. The EMC ViPR
plug-in is installed in the vCO configuration interface.

The EMC ViPR Analytics pack for vC Ops provides advanced metrics for virtual
resources at the EMC ViPR virtual array and virtual pool level. The ESA adapter for
EMC VNX, VMAX, and VPLEX provides preconfigured dashboards for VMware vC Ops
users to view storage metrics and topologies of the individual storage components
beneath EMC ViPR.

EMC also provides storage and data protection content packs for use with VMware
vCenter Log Insight. EMC content packs for Avamar, VNX, and VMAX provide
dashboards and user-defined fields specifically for those EMC products that enable
administrators to conduct problem analysis.

EMC ViPR Storage Provider plays a key role in this solution in identifying the
capabilities of the storage presented to ESXi servers managed by vCenter. A storage
profile is created in vCenter for each class, or tier, of storage presented by ViPR.
These storage profiles are used by VMware ITBM to classify and charge for each tier of
storage presented and consumed in vCAC.

This solution enables customers to build an enterprise-class, scalable, multitenant
platform for complete management of their compute service lifecycle. This solution
provides on-demand access and control of compute resources and security while
enabling customers to maximize asset use. Specifically, this solution integrates all of
the key functionality that customers demand, and provides a framework and
foundation for adding other services.

This solution supports a VMware vCloud Suite stack with EMC storage and data
protection services, providing the flexibility to deliver cloud-based services with the
functionality EMC customers expect.
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Solution architecture

Hybrid cloud
architecture

This section describes the EMC Enterprise Hybrid Cloud architecture. Figure 7 shows
the solution architecture.
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Figure 7. EMC Enterprise Hybrid Cloud solution architecture

The cloud management platform supports the entire management infrastructure for
this solution. The infrastructure is divided into pods, which consist of one or more
ESXi clusters. The EHC solution includes several pods, which perform solution-
specific functions and are used to provide high availability and load balancing.

vSphere ESXi clusters configured in High Availability mode provide virtual machine
protection. Increased levels of fault tolerance are provided through application and
operating system cluster services, such as Windows Failover Clustering, PostgreSQL
clustering, load balancer clustering, or farms of machines that work together natively
to provide a resilient architecture.

EMC’ Pivotal [N




Chapter 3: Solution Architecture and Design

Figure 8 is a relationship model of the management platform and the pods, and
clusters in the solution. It is helpful to understand these relationships before
proceeding through the rest of the document.

Figure 8. Cloud management terminology and hierarchy

The architecture for the solution, displayed in Figure 8, requires four sets of
resources:

e EHC Core Pod

e EHC Network Edge Infrastructure (NEI) Pod

e EHC Automation Pod

e Tenant Resource Pods: resources to be consumed by the business groups

These pods have a hierarchical dependency and they should be installed in the order
listed above.

EHC Core Pod

The Core Pod provides the base set of resources to establish the EMC Enterprise
Hybrid Cloud solution services. It is primarily an infrastructure pod that consists of:

e Cloud VMware vCenter Server: This vCenter instance is used to manage the
EHC, NEI, and Automation pods/clusters. VMware vCAC uses this vCenter
Server as its endpoint from which the appropriate ESXi clusters are reserved for
use by vCAC business groups.

e Microsoft SQL Server: Hosts the respective SQL Server databases used by the
Cloud vCenter Server, VMware Update Manager™, and VMware vCAC laaS
databases.

e NSX/vCNS Manager: Used to deploy and manage the Tenant Resource Pod and
the management infrastructure virtual networks.

e EMC SMI-S: Management infrastructure required for EMC ViPR deployment.

The Core Pod is also an ESXi cluster that needs to be configured into an existing
vCenter Server instance. This external vCenter Server instance is also shown in the
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EHC Core Pod (Figure 7), but may exist elsewhere, depending on the chosen
deployment.

The following scenarios fulfill this deployment:

e In a brownfield customer environment, an existing vCenter Server can be used
to host the Core Pod resources and no additional hardware resources are
required. In this brownfield scenario, the EHC Core Pod, shown in Figure 7,
already exists or is deployed to an existing vCenter Server.

¢ Ina greenfield environment, a distinct set of hardware resources are deployed
and configured to support the Core Pod. In this scenario, an ESXi server cluster
is deployed, and virtual machines are created for both the SQL Server and
external vCenter Server instance at a minimum.

When the external vCenter Server instance is functional, the ESXi host it resides
on, and any other hosts that are to be used in the EHC Core Pod, can be
brought under vCenter management. The remaining virtual machines are then
deployed and configured. These resources are shown in Figure 7 as a dedicated
EHC Core Pod.

The hardware hosting the EHC Core Pod is not under cloud management, but the
virtual machines it hosts provide the critical services for the cloud.

All of the virtual machines on the EHC Core Pod are deployed on non-ViPR storage.
The virtual machines can use existing SAN connected storage or any highly available
storage in the customer environment. If provisioning from an EMC storage system, the
EMC Virtual Storage Integrator (VSI) tool for the vSphere Web Client can be used to
create and manage the devices supporting the EHC Core Pod.

The EMC Hybrid Cloud supports Fibre Channel, iSCSI, and NFS storage from EMC VNX
Storage Systems. Though not mandatory, Fibre Channel connectivity between the EHC
Core Pod and the EMC Enterprise Hybrid Cloud array is strongly recommended. All
storage should be RAID protected and all ESXi servers should be configured with EMC
PowerPath/VE for automatic path management and load balancing.

EHC Network Edge Infrastructure (NEI) Pod

The EHC NEI Pod is used to host all of the North-South VMware vCloud networking
and security Edge components of the virtualized network. If NSX is used, it also hosts
the NSX Controller appliances. This pod provides the convergence point for the
physical and virtual networks.

The NEI Pod uses dedicated vSphere clusters to simplify the configuration required to
connect the physical and virtual networks. It also eliminates the critical networking
components competing for resources as the solution scales, and the demands of
other areas of the cloud management platform increase.

Storage for this pod can be provisioned with the EMC VSI tool. Like the EHC Core Pod,
the plug-in on the vSphere Web Client connects to the cloud vCenter Server. Storage
for this pod should be RAID protected and Fibre Channel connections are
recommended. ESXi hosts should run EMC PowerPath/VE for automatic path
management and load balancing.
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Refer to EMC Enterprise Hybrid Cloud sizing for NEI pod sizing guidelines.
EHC Automation Pod

The EHC Automation Pod hosts all of the virtual machines used for automating and
managing the cloud infrastructure, except for services installed in the Core Pod. The
Automation Pod supports the services responsible for functions such as the user
portal, automated provisioning, monitoring, and metering. The Automation Pod
hardware is registered with the Cloud vCenter Server instance; however it is
dedicated to automation and management services. Therefore the hardware
resources from this pod are not exposed to vCAC business groups.

The Automation Pod requires a number of VMware vSphere ESXi hosts configured in a
vSphere cluster using VMware vSphere Distributed Resource Scheduler™ (DRS) and
VMware vSphere HA. This vSphere cluster does not share host, network, or storage
resources with the production resource clusters. Storage provisioning for the
Automation Pod follows the same guidelines as the EHC NEI Pod. Refer to EMC
Enterprise Hybrid Cloud sizing for cloud management platform sizing guidelines.

The minimum set of components for the Automation Pod is listed as follows. The
Automation Pod may contain additional items such as load balancers if required.

e VMware vCloud Automation Center Virtual Appliance
e VMware IT Business Management Suite

e VMware vCloud Automation Center laasS roles

e EMC PowerPath/VE Manager

e VMware vCenter Orchestrator

e EMCViPR Controllers

e VMware vCenter Operations Manager

e EMC ViPR Storage Resource Manager (SRM)

e VMware vCenter Log Insight

Tenant Resource Pods

Tenant Resource Pods are configured and assigned to fabric groups in vCAC.
Available resources are used to host virtual machines deployed by business groups
in the EMC Enterprise Hybrid Cloud environment. All business groups share the
available vSphere ESXi cluster resources.

Server, network, and storage resources for existing Tenant Resource Pods are easily
modified. Once new resources have been made available to vSphere, a new vCAC
data collection and appropriate resource reservation changes make the new
resources available for consumption.

EMC ViPR service requests are initiated from the VMware vCAC catalog to provision
Tenant Resource Pod storage.

All storage provisioned by EMC ViPR is connected using Fibre Channel, where the SAN
zoning can be manually configured in advance or automatically configured by ViPR at
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deployment time. When manual zoning is chosen, best practices for high availability
should be implemented to provide HA on the server and the storage arrays. All ESXi
servers run EMC PowerPath/VE for automatic path management and load balancing.

Refer to EMC Enterprise Hybrid Cloud sizing for tenant resource cluster sizing
guidelines.

Solution connectivity

The solution uses the following networks:

e Fibre Channel: Provides block storage connectivity between the hosts and the
EMC storage systems

¢ Infrastructure network: All the hardware components of the solution are
connected to it

¢ Management network: Where all of the cloud management virtual machines are
connected

e Business group networks: Dedicated networks per business group

Architectural assumptions

The following assumptions and justifications apply to the EMC Enterprise Hybrid
Cloud architecture:

o The vCenter Server full installation is used for the following reasons:
» Enables the use of vCenter Server Heartbeat and vCenter Server HA
= Provides support for an external Microsoft SQL Server database
» Resides on a Windows System that also supports the VMware Update
Manager (VUM) service

¢ vCenter Single Sign-On (SSO) is used instead of vCAC identity appliance
because it enables SSO to be made highly available in tandem with vCenter
Server. SSO is configured independently on each vCenter Server instance, with
vCAC and vCO integrating with the Cloud vCenter SSO server.
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Solution design

Tenant design

User groups, roles, responsibilities and entitlements are used throughout VMware
vCAC. The administration of users and compute resources in vCAC is managed
through the vCAC console, which is the administrative portal.

The primary vCAC groups, users, and roles that this solution focuses on are
summarized as follows:

e laaS administrators
e Fabric group administrators
e Business group administrators/users

A primary task of an laaS administrator is to configure the infrastructure endpoints
which vCAC uses for provisioning compute resources and operations. These
endpoints include on-premises resources such as VMware vCenter and vCO, and off-
premises endpoints such as VMware vCloud Air or Amazon Web Services (AWS). The
endpoints provide the compute resources, which can be assigned to a single or
multiple fabric groups. vCAC enables compute resources to be divided into logical
units and shared across multiple business groups, as shown in Figure 9.
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Figure 9. Software-defined data center tenant design and endpoints
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Fabric group administrators manage cloud resources for their respective business
groups, as defined by the infrastructure administrator. As shown in Figure 10, fabric
group administrators can reserve memory, storage, and network resources for their
business groups using reservation policies.
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Figure 10. Business group resource reservations

The compute resources supporting the various business groups as presented from
the vCenter Server endpoint for vCAC can be shared between the various business
groups using capacity reservations and policies.

Business group members are the users and consumers of the infrastructure provided
to them by their fabric group administrator. The business group manager and users
are the primary consumers in this group:

e Business group manager: Can access all virtual machines, create and publish
blueprints for end users, manage approval requests, and work on behalf of
other users in their group.

e Userrole: These users are the vCAC end users. They can deploy from blueprints
the business group manager has made them entitled to.

Users with a business group user role are the primary consumers of the vCAC self-
service portal. They can use the portal to provision and manage their virtual
machines. Users and groups can be created in an Active Directory server and
assigned to support the various roles in vCAC, as described in the vCloud Automation
Center Installation Guide.

Note: This EMC Enterprise Hybrid Cloud solution uses a single EMC ViPR tenant with a ViPR
project created to correspond to each VMware vCAC tenant.
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This EMC Enterprise Hybrid Cloud solution presents storage in the form of storage
service offerings that greatly simplify virtual storage provisioning. The storage service
offerings are based on ViPR virtual pools, which are tailored to meet the performance
requirements of general IT systems and applications. Multiple array storage pools,
consisting of different disk types, are configured and brought under ViPR
management. ViPR presents the storage as virtual storage pools by abstracting the
underlying storage details and allowing provisioning tasks to be aligned with the
application’s class of service. This storage service offering concept is summarized in
Figure 11.

/ngh Performance\ 4 Performance N\ Capacity )
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Figure 11. Storage service offerings for the hybrid cloud

Note: The storage service offerings in Figure 11 are suggestions only. Storage service
offerings can be configured and named as appropriate to reflect their functional use.

Each ViPR virtual pool representing a storage service offering can be supported or
backed by multiple storage pools of identical performance and capacity on the
storage back end.

The storage service offerings suggested in Figure 11 can be configured as follows:

e High Performance provides ExtremlO, all-flash storage, supported by multiple
ExtremlO storage pools.

e Performance provides EMC VNX block or file-based VMFS or NFS storage
devices and is supported by multiple storage pools using FAST VP and FAST
Cache.

e Capacity provides EMC VNX block- or file-based VMFS or NFS storage and is
supported by multiple storage pools using a single storage type of NL-SAS.

These storage service offerings are suggested only to highlight what is possible in
this EMC Enterprise Hybrid Cloud environment. Many other storage service offerings
can be configured to suit business and application needs as appropriate. Refer to
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EMC’ Pivotal




Chapter 3: Solution Architecture and Design

EMC Enterprise Hybrid Cloud sizing for information on calculating and sizing storage
pools to support storage service offerings.

VMware vCAC provides the framework to associate one or more classes of storage
with each line of business so that they can be consumed through the service catalog.
Initially, the physical storage pools are configured on the physical storage array and
made available to the EMC ViPR virtual array where they are configured into their
respective virtual pools. At provisioning time, LUNs or file systems are configured
from these virtual pools and presented to vSphere as VMFS or NFS datastores. The
storage is then discovered by vCAC and made available for assignment to business
groups within the enterprise.

This storage service offering approach greatly simplifies the process of storage
administration. Instead of users having to configure the placement of individual
virtual machine disks (VMDKs) on different disk types such as SAS and FC, they
simply select the appropriate storage service level required for their business need.
Virtual disks provisioned on FAST VP storage benefit from the intelligent data
placement. While frequently accessed data is placed on disks with the highest level
of service, less frequently used data is migrated to disks reflecting that service level.

When configuring virtual machine storage, a business group administrator can
configure blueprints to deploy virtual machines onto any of the available storage
service levels. In the example in Figure 12, a virtual machine can be deployed with a
single machine blueprint hosting a SQL Server database, which supports an
application with performance requirements suitable for a storage service offering
named Prod-2.

Machine Resources

# Minimum Maximum & A ol At &
# CPUs: 2|2 4
Memory (MB): 2048 ° 409%
Storage (GB): 160 180
Lease (days): s
(Leave blank for no expiration date)

# Volumes: Q) Add Volume
= =~ Capacity (GB) Drive Lotter / Mount Pash Label Storage Reservation Policy

J3 &0 @ c Boot Prod-2
SH an 100 F SQLData  Prod-2
S &2 206 SOllogs Prod-2

Figure 12. Blueprint storage configuration in vCAC

The various devices for this SQL Server database machine have different performance
requirements, but rather than assigning different disk types to each individual drive,
each virtual disk can be configured on the Prod-2 storage service offering. The vCAC
storage reservation policy ensures that the VMDKs are deployed to the appropriate
storage.
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This solution supports the ability to pin all storage devices in a virtual machine
blueprint to a single storage service offering, and the ability to manually place virtual
disks on multiple storage service offerings if required.

The storage service offerings made available to vCAC can be shared and consumed
across the various business groups using the capacity and reservation policy
framework in vCAC.

Network design This solution provides a network architecture design that is resistant to failure,
provides for optimal throughput for workloads, and ensures multitenancy and secure
separation. The network and security architecture is designed for either of two
deployment options, VMware vCNS, or NSX for vSphere. The network services
showcased in this solution with VMware vCAC are supported with both vCNS and
NSX.

Table 2 lists the edge networks configured to support this solution.

Table2.  Edge network connectivity

Name Configured Purpose

ESXi ESXi host Management of ESXi hosts
Management

EHC Automation | Management Network hosting EHC Automation and

Virtual distributed Core Pod virtual machines
switch (vDS)

vMotion ESXi host Migration of workloads

NFS ESXi host Network

Supporting infrastructure services

To support infrastructure operations, each ESXi host in the environment is configured
with VMkernel interfaces for NFS and vMotion.

Physical connectivity

In designing the physical architecture, the main considerations were high availability,
performance, and scalability. Each layer in the architecture is fault tolerant with
physically redundant connectivity throughout. The loss of any one infrastructure
component or link does not result in loss of service to the tenant; if scaled
appropriately, there is no impact on service performance.

Figure 13 shows the connectivity between the physical storage, network, and
converged fabric components deployed in this EMC Enterprise Hybrid Cloud solution.
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Figure 13. Physical topology of the network

In this environment, physical network and Fibre Channel connectivity to the compute
layer is provided over a converged network and fabric to converged network adapters
on each compute blade. Each link is capable of 10 Gb/s. This enables up to eight 10
GbE network interfaces to be presented to each ESXi host.

Logical network topology

The logical topology is designed to address the requirements of multitenancy and
secure separation of the tenant resources. It is also designed to align with security
best practices, from vendors such as VMware, for segmenting networks according to
the purpose or traffic type.
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Figure 14 shows a logical representation of the EMC Enterprise Hybrid Cloud
environment and highlights the management platform, tenant resource pods, and
clusters.
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Figure 14. Logical network overview
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EMC Enterprise Hybrid Cloud software resources

Refer to the EMC ELab EMC Simple Support Matrix (ESSM) for up-to-date supported

code versions:
https://elabnavigator.emc.com/vault/pdf/EMC_Hybrid Cloud 2.5 ESSM.pdf. The
EMC Support Matrix home is https://elabnavigator.emc.com/eln/elnhome.

Note: Refer to VMware KB Article 1014508 for correlating VMware product build numbers to
update levels.

Important notice - ShellShock/Bash security vulnerability

Refer to the EMC and VMware websites for advisories on patching updates for
components affected by the GNU Bash Shellshock security vulnerability.

e Bash Code Injection Vulnerability (ShellShock/BashBug) in EMC products

o  VUMware remediation of Bash Code Injection Vulnerability via Specially Crafted
Environment Variables KB: 2090740

EMC Enterprise Hybrid Cloud sizing

Refer to the EMC Mainstay sizing tool for all EMC Enterprise Hybrid Cloud sizing
operations, available at https://mainstayadvisor.com/go/emc.
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Self-service catalog

VMware vCloud Automation Centre (vCAC) provides a unified self-service portal, as
shown in Figure 15, for delivering infrastructure, application, data, or anything as a
service (XaaS).

A service catalog of customized and approved services and applications is presented
to users of this EMC Enterprise Hybrid Cloud solution. These catalog items are the
result of pre-engineered storage and infrastructure services that have been
customized to meet the many needs of the business. All of the service specifications
and policies can be preconfigured and approved by cloud administrators, enabling
end users to provision, manage, and dispose of their own systems.

Self Service Portal

Figure 15. Self-service portal and service catalog overview

The self-service portal, using existing and specialized customization processes,
offers cloud users a range of cloud operations, including:

e A catalog of storage and data protection services

e A catalog of systems and applications

e Streamlined deployment of systems and applications

e Automatic protection of business and mission-critical machines

e On-demand backup, restore, and billing operations’

Users can execute simple and efficient processes that satisfy their requirements,
without the need to administer the underlying technologies and services within the
hybrid cloud.

! Backup and recovery data protection functionality is a modular add-on to this EHC
foundational infrastructure and its details are not within the scope of this document. For
details refer to the £EMC Enterprise Hybrid Cloud 2.5, Federation SDDC: Data Protection Backup
Solution Guide.
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VMware vCAC enables the presentation of personalized, user-appropriate catalogs of
IT services through the application of entitlements that define which users have
access to each service. For example, storage services are only available to vCAC laaS
administrators so that they can configure and manage storage service offerings.
Similarly, vCAC business group users only see virtual machine provisioning services
within their catalog, where they can request and provision their own virtual machines.

Virtual machine lifecycle services

Virtual machine
blueprints

The following use cases provide an overview of some of the more common tasks in
the lifecycle of virtual machines in this EMC Enterprise Hybrid Cloud solution.

A blueprint must be created for a virtual machine before it can be provisioned from
the vCAC service catalog. A blueprint is the complete specification for a virtual
machine, determining the machine’s attributes, the manner in which it is
provisioned, and its policy and management settings. When users request a machine
using the self-service portal, they must select the blueprint from which it will be
created, as shown in Figure 16.

Service Catalog
Browse the catalog for services you need. On behalf of:  |it_demo_admin (it_demo_admin@ppsilver.lab.local) 3¢
Machine Provisioning (6) Search Q
All Services
" Qe Linux Base VM (Prole ... RedHatLinux_x64
ﬁk AR _‘-o Provisioning-DevOps Q Provisioning-DevOps
redtiat
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Machine Provisionin
e o
] Microsoft Exchange
SE"‘N"‘QQ I & ."-..' 3-Tiered vApp wnh D‘_.r r_j IT-3_Tier WEbApp -De..
\“, Provisioning-DevOp: Provisioning-De
St Microsoft SharePoint
[ Roquest Roquost

Figure 16. Deploy new virtual machines from available blueprints

The blueprint sets the policies that apply to a machine, such as any approvals
required, expiration date, and owner operations.

Blueprints can be single machine or multimachine, including multitier enterprise
applications that require multiple components (application, database, and web). A
multimachine blueprint contains multiple individual machine blueprints.
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Use case 1: When a virtual machine is provisioned, it is deployed from a vSphere template virtual
Provision virtual machine and customized within a vCAC virtual machine blueprint.
machine

Fabric group administrators and business group managers (or a user who is both) can
create a global blueprint, which is available to all business groups, or a local
blueprint, which is available only to a single business group.

Create local blueprint
To create a local blueprint in the vCAC console:
1 Login as a fabric or business group manager.
2.  Select Infrastructure > Blueprints.
3.  Select New Blueprint » Virtual.
4

Select vSphere (vCenter), as shown in Figure 17, to open the New Blueprint
window.

Blueprints

Manage blueprints that are accessible to your business groups.

Blueprints (7) () Mew Blueprint = Caolumns » T4 Filters =

i Cloud » i
Namme 4 Puplishey Dlatiorm EMETESE L CBlueprint o
Type Graup 0
Virtual vSphere (vCenterl, ., I8
v ~
| | -] | [ e machine p I f‘ﬁl
W hasic-win r 3 Bs mfg-bus-group ndefinite Brer Bs
b 2008r2 ¥ ‘(’fggﬁtr;) fi-b Indefinit ? 5 v
B inux 3 as mfg-bus-group ndefinite aner 15
B DsL ¥ ‘(’fggﬁtr;) fi-b Indefinit 365 § v

Figure 17. Create a new VMware vSphere virtual machine blueprint

Complete information in the New Blueprint window in the following areas:
e Blueprint Information
e Build Information
e Properties

e Actions
Each of the areas contains input fields that combine to define the final blueprint.

Blueprint Information

The new blueprint is set as a master blueprint so that it can be copied for subsequent
blueprint creations. Other properties, such as reservation policy, business group, and
virtual machine name prefix are configured here, as shown in Figure 18.
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New Blueprint - vSphere (vCenter)

Create a blueprint. Beqgin by copying a master blueprint, or start from scratch.
Recent Events

Copy from existing blueprint: | Select an item to copy -- | - |
Machines H - _
q Ef Blueprint Information * g]J Build Information f Froperties / Actions
Groups ’ * Name: |Window32012 |
. Description: |Base installation of'Windows 2012 - no patches applied|
Blueprints 3

Blueprint options:  [¥ Master (copyable)
[ Display location on request
[T shared blueptint {can he shared across groups)

# Business group: |mfg—bus-gr0up | - |
Reservation policy: |Tier1 | - |
% Machine prefix: |mfg | . |

Mazxitmum per user: Unlimited a ]
cosars [ |- @

Figure 18. Create a new blueprint

Build Information

Under Build Information, the blueprint type is Server and the action is Clone, which
means that a cloning workflow is based on an existing template in vSphere. In this
example, a number of pre-built Windows and Linux virtual machine templates exist
within vSphere. The required template can be selected from the Clone from list, as
highlighted in Figure 19. In this example, the Win20GB template is selected.

&1 Blugprint Information C = Build |nfurmatiun>§ Froperies . Actions

Blueprint type: | Server

-]
Action: | Clane [~]
* Provisioning workflow: |C|DneWnrkﬂow |'|
|

# Clone from:  |\Win20GH

Sl

N

ny

Customization spec: SEEENEIEED &=
Templates (6) Colurnns ~ % Filters
Machine Resources
Mame +«  Endpoint CPUs femory (GB) Storage (GH)
& Mini L
i | I 1Ll I |
# CPUs: 1= [ DSLinus wCenter 1 0 0
Memory (MB): 4096 a [ DSLinus-template wCenter 1 1] 1]
Storage (GBJ: [ Win2008R2-20GH wienter 1 4 149
- 1 Win20GB 3lee vCenter 1 4 19
Lease idays): 0] L i
{Leave blank for no expiration date)
# Storage volumes: | volumes (1)
# < Capacity (GB) Drive Letter f Mount Path Lahel Storage Reservation Policy

& g D0 19

Figure 19. Select vSphere template for cloning
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The virtual machine inherits the minimum required resources defined within the
virtual machine template. You can set the blueprint to allow these values to be
increased to the maximum value at a later time. Figure 20 shows where you can set
the machine resources maximum values, and specify the storage service level to be
used (Storage Reservation Policy).

)Ej Blueptint Infarmation |2} Build Information 57 Properties - Actions

Blueprint type: | Server

|
Action: |Clone | v

% Provisioning workflow: | ClaneWarkflow

* Clone from: | Win20GE | ()

Customization spec: | |

Machine Resources

@imum Maximum g )

#cPUs: | D= 4] 2]
Memory (MB): | 0962 | 8192 ;|
Storage (GB): | Ba | 100 ;|
Lease {days): | : | :l

{Leave blank for no expiration date)

# Storage volumes: | Volumes (2)

* «  Capacity (GB) Drive Letter/ Mount Path - Lahel (Storage Reservation Policg

& g 0 19 Tier!
& ﬁ = 50 Tier1

[ Allow userto see and change storage reservation policies

Figure 20. Complete build information for new blueprint

In this example, the minimum machine resources are inherited from the vSphere
template and the maximum values have been manually set to be higher than the
minimum values. This means that at deployment time this virtual machine can be
deployed with resources up to the maximum values. Later in this configuration, we’
describe how to reconfigure the virtual machine resources after deployment.

Properties

The Properties screen for a blueprint contains a number of build profiles, some of
which are specific to each operating system and others that are applicable to all
virtual machines.

A build profile contains a set of properties applied to a machine when it is
provisioned. For this blueprint, we selected a build profile specific to Windows 2008
virtual machines, as shown in Figure 21.

2 |n this document, "we" refers to the Federation engineering team that validated the solution.
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Ef Blueprint Information gj;l Build Infarmation ﬁ Properties -~ Actions

Build profiles: | [ BackupAndRestoreFunctions (A
[ changeStorageTier &
[ Lirus
[] rhels-64
[] windows 2008

Figure 21. Select custom build profiles for virtual machine

Figure 21 also shows the BackupAndRestoreFunctions build profile. This build profile
adds data protection actions to the virtual machine. Backup and recovery data
protection functionality is a modular add-on to this EMC Enterprise Hybrid Cloud
foundation infrastructure. Its details are not within the scope of this document. For
details, refer to the EMC Enterprise Hybrid Cloud 2.5. 1, Federation Software-Defined
Data Center: Data Protection Backup Solution Guide.

Actions

Under Actions, administrators can specify the actions, operations, and
reconfiguration options that users can assign to this blueprint, as shown in Figure 22.

@Blueprintlnmrmatinn g!l Build Infarmation -_"-ﬂlPrcnperties ( _)Acﬁuns },

Selectthe actions that machine owners can perform on this blueprint:

Machine operations: [ Destroy
[¥ Reprovision
[¥ Expire
[¥ Power an
[+ Power off, Shutdown, Suspend
v Reboot, Power cycle
¥ Connectusing YMRC
[¥ Connectusing RDP ar S5H

Figure 22. Enable virtual machine operations for cloud user

The blueprint must be published before being added as a catalog item and made
available to end users in self-service portal, as shown in Figure 23.
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Service Catalog
Browse the catalog for services you need.
Machine Provisioning (8)
. All Services
Qe Linux Base VM (Prote... RedHatLinux_x64
ﬁ R ey :o Provisioning-DevOps 9 Provisioning-DevOps
hid rediat
Vs
Machine Provisionin
\g achine Provisioning e Request Request
....\Z.-'- Microsoft Exchange
Exchangs e S ..l Windows 2008 R2 f Windows2012
= d
.U Provisioning-DevOps edowserns Provisioning-DevOps
) Standard Win2k8 R2 virtual —_ Base installation of Windows
Tt Microsoft SharePoint machine build 2012 - no patches applied
hLd Request Request

Figure 23. Deploy new virtual machine blueprint from the self-service portal

To provision the virtual machine, in this case the Windows 2012 virtual machine, the
vCAC user can request the virtual machine from their service catalog, as shown in
Figure 24.

The request process may require user input to confirm the number of virtual
machines to be provisioned, and any increases in CPU, memory, or storage. The
ability to change any of these settings is controlled by the blueprint itself and can be
set accordingly.

New Request

:’ This request will be provisioned using the CloneWorkflow workflow.

J

Windows Server Blueprint Description Machines Daily Cost
012 ' Windows2012 Base installation of Windows 2012 - no patches applied 1 $0.25

Windows2012

Base istallation of Windows 2012 -no | =) Request Information | = Storage | (% Properties

patches applied
# Machines:

Memory (MB):
Storage (GB):
Description:

% Owner: |it demo admin@ppsilver.lab.local

Figure 24. Complete request information for virtual machine

The example shown in Figure 25 shows where the requestor selects the storage
service level for the virtual machine. To do this, select the corresponding vCAC
storage reservation policy for the virtual machine.

EMC’ Pivotal BN wvmware




Chapter 4: Cloud Services

New Request

:.' This request will be provisioned using the CloneWorkflow workflow.
_Ng
Wlndowsser\fer Blueprint Description Machines Daily Cost

ant? ' Windows2012  Base installation of Windows 2012 - no patches applied 1 50.25

Windows2012
Base installation of Windows 2012 - no
patches applied

LEJ’ Request Infarmation |==| Storage f Properties

Storage volumes: | Volumes (1)

Storage

) [icapacity Drive Letter / _

i (GB) Mount Patn  L2p¢! geservahon

alicy
©0 =0 | 40 | | I -
40 GB in use
| VNKFASTVP
| VNX-SAS

Figure 25. Select storage reservation policy for virtual machine

Users can click Submit after the virtual machine is configured to initiate the
provisioning process. The provisioning process can be used to configure approval
operations, either with vCAC or with integrated third-party approval or ticketing
systems.

When the provisioning process is complete, the user can access the virtual machine
through the Actions menu in the vCAC console, as shown in Figure 26.

Item Details: ITDEV0085

. Actions:
‘J = Machine Information == Storage E Netwark ﬁ' Properties (%" Snapshots 4> Connect Using RDP
Windows Server @ Destroy
2012 Mame: [TDEV0085
J 4 Edit
Status: On e
EMC - Backup Detailed ...
Owner (| EMC - Backup Status
Memory (MB): 2048
it_demo_admin '] EMC - Backup Summary
—
Provisioned [}/ EMC - On Demand Back. ..
11/04/2014 06:41 AM Description: (] EMC - On Demand Rest .
Type W Install Tools
Virtual Machine
Owner: it_demo_admin@ppsilver.lab.local @ Power Off
Cost Blueprint: Windows2012 @ Reprovision
50.25 / day ueprint: indows
Compute resource: Shared G Reset
Lease .
Busi : P DevOj
Indefinite usiness group: Provisioning-DevOps E Restart
Shutdown
Lease Cost n
NA @ suspend

Figure 26. Virtual machine details and available actions

For more information on creating virtual machine blueprints, refer to vCloud
Automation Center Operating Guide vé6.0.
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Application provisioning and services

This EMC Enterprise Hybrid Cloud solution framework supports application
provisioning using VMware Application Director (AppD) with vCAC.

vCloud AppD uses the cloud resources available in vCAC to provide application
services to the hybrid cloud environment.

Individual vCAC blueprints are registered to AppD cloud templates, which then makes
the vCAC blueprint available in the AppD catalog. Application administrators can then
configure application-specific services from the AppD catalog and make them
available through the vCAC service catalog for consumption by IT administrators, as
shown in Figure 27.

Service Catalog 7
Browse the catalog for services you need. On behalf of: Cloudadmin (cloudadmin@ppsilver.lab.local) x
All Services (21) Search Q
All Services
. Deploy Cloud Foundry O... Oracle 12c
% Cloud Foundry Service % Cloud-Admins-Group R \Vianufacturing-Business-Group
" This workflow deploys
CloudFoundry manager
P Enterprise File l:m ,
1 -~ %
4 ]
o ,
H Micosct Appfcations Exchange 2010 (Stand-al... Fin SAP Linux clone
Ex"c'hange Engineering-Business-Group w Finance-Business-Group
Serveric This request will create This request will clone a SAP
Sl Oracle Applications Exchange 2010 Server. system on Linux/Oracle
‘
w SAP Services
]

Figure 27. Application services: Provision databases and applications

vCAC provides the infrastructure resources for the virtual machine while AppD
configures the application specific services and components. The AppD
customizations are implemented and applied as part of an execution plan.

Note: VMware vCloud Application Director is not a required component for this hybrid cloud
solution.

For more application services information, refer to the application-specific documents
for the EMC Enterprise Hybrid Cloud solution that highlight applications such as
Oracle, SAP, Microsoft SQL Server, Microsoft SharePoint, Microsoft Exchange, Cloud
Foundry, and Hadoop.
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Reconfigure an
existing virtual
machine

Chapter 4: Cloud Services

Cloud users can reconfigure the resources assigned and available to their virtual
machines. The scope of possible reconfiguration by a business group user can be
restricted, as appropriate, by their business group manager.

Business group users can reconfigure one of their virtual machines if their business
group manager has enabled this in the blueprint. A machine owner can make any of
the following changes to a provisioned machine:

e Increase or decrease memory
e Increase or decrease the number of CPUs

e Modify storage by adding, removing, or increasing the size of volumes (SCSI
disks only)

¢ Modify networks by adding, removing, or updating network adapters

Changes to each of these parameters are subject to the upper limits defined in the
blueprint originally used to provision the machine, as shown in Figure 28.

Horne Catalog msts Inbox Adrninistration Infrastructure
NEW ReqUESt ™' Machine Information == Btorage '-'f- Metwark f Properties \jb Execution
Hame: mig206
Status: On
#CPUs: (zelect: 1-4)
'f,ﬂ!
Memory {(MB): G4 (zelect 64-2048)
| - Qe
Reconfigure a machine. Description:
# Owner: mfgBusAdming@p0r 95 drm.lab.esglocal | v|
Blueprint: Linux-RHELE.0-x64-standard
Compute resource: vCACE0.00-1445145
Business group: mfo-hus-group

Figure 28. Reconfigure virtual machine resources

Storage and network resources can also be modified. Reconfiguring a virtual
machine’s resources can be restricted in the virtual machine blueprint by its creator,
where minimum and maximum values can also be applied to limit the scope of
reconfiguration. The execution of the reconfiguration can be immediate, scheduled,
or queued for the virtual machine owner, as shown in Figure 29.
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Haorre

New Request

= Maching Information ) Storage | 5F Network | (57 Properties | /7 Execution

Execute request: |Schedu|ed | ;__:, - - -:bﬁ
21502014 NI
Power action: |Nune | s | Y

Reason for request: | Increase CPU resources allocated to this virtual maching
Edit

Reconfigure a machine.

Figure 29. Schedule reconfiguration of virtual machine

Use case 3: When the virtual machine’s lease expires, or the machine is manually expired, the
Decommission a virtual machine is either archived or destroyed, depending on whether its blueprint
virtual machine specifies an archive period.

When the end of the archive period is reached, or if there is no archive period, the
virtual machine is destroyed. The business group user can also manually destroy the
virtual machine, as shown in Figure 30.

Machines Owned by: Me v| Search &

Select an item type from the menu on the left to view your provisioned items. Use the Actions menu to manage your items.

Cost to Platform Date

Name Descriptic  Owner Date Status Type Expires Destroyec ¥ T Actions

& ITDEV0054 it_de... $0.00 On vSph... 07/0... ~ il
View Details R
@ Destroy o

|| EMC - Get Backup Detailed Report

| EMC - Get Backup Summary

Figure 30. Decommission virtual machine

When a virtual machine is destroyed, all charges relating to it are removed and its
resources are recycled and made available to provision new machines.
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Storage services
Overview Storage is provisioned, allocated, and consumed by different cloud users in this
solution.

For EMC Enterprise Hybrid Cloud storage administrator users, the storage services
provided in the vCAC service catalog are used to provision storage resources that will
be allocated to and consumed by other cloud users.

When the storage resources are available, fabric group administrators can assign the
resources to business groups. From here, the business group managers can configure
their blueprints to use those particular storage resources for the VMDKs.

When provisioning virtual machines, cloud users consume the storage and,
depending on their entitlements, may choose the storage service for their virtual
machines.

Storage services The storage services in the VMware vCAC self-service catalog are dependent on the

pre-conditions initial configuration and preparation of EMC ViPR. This involves the discovery of the
relevant storage arrays, SAN switches, and VMware vCenter Server before configuring
the ViPR virtual array, virtual pools, and user roles. For more details, refer to Chapter

3.
Use case 1: This use case demonstrates how ViPR software-defined storage is provisioned for the
Storage hybrid cloud from the VMware vCAC self-service catalog.

provisioning EMC Enterprise Hybrid Cloud storage administrator users can provision storage from

the vCAC self-service portal, by selecting the storage provisioning item from the vCAC
service catalog, as shown in Figure 31.

Service Catalog
Browse the catalog for services you need.
Storage Services
. All Services
Provision Cloud Storage
ﬁq Data Protection Provision cloud storage with
EMC ViPR
~T3
.'_-,.' Machine Provisioning Request J=
\\p’ = 4
@ Storage Services /
e

Figure 31. Storage Services: Provision cloud storage
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The storage service blueprint can be created using vCAC anything-as-a-service (XaaS)
functionality in the vCAC Advanced Service Designer. EMC ViPR provisioning
workflows, presented to the vCAC service catalog by vCO, define the storage services.

The storage provisioned by the storage administrator user enables the fabric group
administrator to make storage resources available to their business group. The
storage provisioning request requires very little input from the vCAC laaS user. The
main inputs required are:

e vCenter cluster
e Storage type: VMFS or NFS
e Storage tier

e Datastore size

Most of these inputs, except datastore size, are selected from lists whose items are
determined by the cluster resources available through vCenter and the virtual pools
available in ViPR.

vCenter Cluster

After the user has entered a description and reason for the storage-provisioning
request, they are prompted to enter their password, and presented with the Choose
vCenter Cluster option, as shown in Figure 32.

New Request

\Esuestichmeton L Autantiopin vCerter Chster
Select the vCenter cluster to which the storage tier will be made available.
# * Choose vCenter Cluster:: Shared - “ )
Provision Cloud Storage SliEE iy
Provision cloud storage with Oracle
EMC ViPR Engineering
Save | < Back Next > Cancel

Figure 32. Provision cloud storage: Select vCenter cluster

vCenter Server manages multiple ESXi clusters; therefore, the correct vCenter cluster
must be selected to instruct the provisioning operation where to assign the storage
device.
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Storage Type

The user can select which type of datastore is required from a list, based on the
storage types in the underlying infrastructure, as shown in Figure 33.

New Request
or Storaga Type  Sirage Ter  DatastoroSize |
Select the type of datastore provision.
#® * Select the type of datastore to provision:: NFS Vir B
E :;., %‘.‘
Provision Cloud Storage VMFS '
Provision cloud storage with NFS ‘
EMC ViPR
Save | < Back | Next > Cancel

Figure 33. Storage provisioning: Select datastore type

A datastore type of VMFS requires block storage, while NFS requires file storage.
Other data services such as disaster recovery and continuous availability are
displayed only if they are detected in the underlying infrastructure.

Storage Tier

On Storage Tier, the user must select the storage tier from which the new storage
device should be provisioned. The list of available tiers is based on the storage type
selected, such as VMFS or NFS, and the matching virtual pools available from the
ViPR virtual array. Pools can be selected from ExtremlO, VNX, VMAX and VPLEX
storage types.

In this example, a single NFS-based ViPR virtual pool is available from which to
provision storage. The available capacity of the virtual pool is also displayed to the
user, as shown in Figure 34.

New Request

p | Storage Tier W
Select the ViPR pool from which capacity for the storage will be provisioned.
#* Choose VIPR virtual pook: iy Fie: available: 179568 v
Provision Cloud Storage VNX File; available:1795GB :7» %
Provision cloud storage with

EMC ViPR

Save | < Back ‘ Next > Cancel

Figure 34. vCAC storage provisioning: Choose ViPR storage pool

These storage tiers have been configured in the ViPR virtual array and their storage
capabilities are associated with storage profiles created in vCenter.
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Datastore Size

On Datastore Size, the user must enter the size required for the new storage, which is
measured in GB, as shown in Figure 35.

New Request

Datastore Size

Enter a size for the new datastore:

N * * size (GB): | 0|
Provision Cloud Storage
Provision cloud storage with
EMC ViPR

Figure 35. Storage provisioning: Enter storage size

b
Save < Back Submit E‘%‘
7N

Cancel

Additional steps

In this example, a number of required input variables, such as LUN or datastore
name, have been masked from the user during the storage provisioning request
process. Some of these values are locked-in and managed by the orchestration logic
to ensure consistency.

Beyond the initial provisioning of storage to the ESXi cluster at the vSphere layer, this
solution provides further automation and integration of the new storage into the vCAC
layer. The ViPR storage provider automatically tags the storage device with the
appropriate storage profile based on its storage capabilities.

The remaining automated steps in this solution are:
e vCAC rediscovery of resources under vCenter endpoint
o VvCAC storage reservation policy is assigned to the new datastore

e VvCAC fabric group administrator is notified of the availability of a new datastore
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In the last manual step, the fabric group administrator reserves the new storage for
use by a business group, as shown in Figure 36.

[§ Reservation Information /" Resources EE Metwors o Alerts

% Memory: | Memory (GB)

Physical Reserved This R
959 144 o
% Storage: | Sterage Paths
Storage % This This
Storage Path Cost (per  Physical Free  Reserved rasarvation resarvation & Priority Disanded
GE) raserved allocated
1 [ Shared_VNX File_1403545317898 50.0000 1 1 0
1 [ Shared_VNX File_14035251 68540 $0.0000 1 1 0
| [ Shared VNX File_14D3800442880 $0.0000 1 1 0
] (@ Shared_\NX Fils_1403B03087157 50.0000 1 1 0
\ ] (@ Shared_VNX File_1a04227012815 50.0000 1 1 0
© @  shared_VNX File_1404477755453 $0.0000 197 187 0 A

Figure 36. Provision storage: Storage reservation for vCAC business group

The automated process sends an email notification to the fabric group administrator
that the storage is ready and available in vCAC. The administrator can then assign
capacity reservations on the device for use by the business group.

Use case 2: Select This use case demonstrates how cloud users can consume the available storage

virtual machine service offerings. This use case is part of the broader virtual machine deployment use

storage case but it is highlighted here because it relates directly to how the business group
manager and users can manage the storage service offerings available to them.

VMware vCAC business group managers and users can select the appropriate storage
for their virtual machine through the VMware vCAC user portal.

For business group managers, the storage type for the VMDKs can be set during the
creation of a virtual machine blueprint. As shown in Figure 37, the appropriate
storage reservation policy can be applied to each of the virtual disks.

Machine Resources

# Minimum Maximum 4
#CPUs: | 2] |

Memory (MB).

Hi

" | toz 2] | [£]

Storage (GB): | ) [Z]
| [£]

{Leave blank for no expiration data)

Lease {days)

% Storage velumes: | yolumes (2)

D Hew e

# s % Capacity (GB) Drive Lettar / Mount Path  Label Storage Resenvation Policy  Custom Proge
. - 0 40 WNK File Edit
00 =t | al || il | [wnx File [l
|| Allow user bo see and change storage reservabon polcles - ; E ]

Tiar2-vP
Maximum velumes: 0] WNX File

Maxinvurn network adaplers: - ]

Figure 37. Set storage reservation policy for VMDKs
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When the storage reservation policy is set, the blueprint will always deploy this
virtual machine and its virtual disks to that storage type. If more user control is
required at deployment time, the business group manager can permit business group
users to reconfigure the storage reservation policies at deployment time by selecting
the Allow users to see and change storage reservation policies checkbox.

Use case 3: This solution uses VMware ITBM to provide chargeback information on the storage
Metering storage  service offerings for the hybrid cloud. Through its integration with VMware vCenter
services and vCloud Automation Center, ITBM enables the cloud administrator to

automatically track utilization of storage resources provided by EMC ViPR.

EMC ViPR VASA provider in vCenter automatically captures the underlying storage
capabilities of LUNs provisioned from virtual pools on the EMC ViPR virtual array.
Storage profiles are created based on these storage capabilities, which are aligned
with the storage service offerings. This integration enables ITBM to automatically
discover and group datastores based on predefined service levels of storage.

In this solution, a separate virtual machine storage profile was created for each of the
storage service offerings, as shown in Figure 38.

@' Create VM Storage Profile '@ Edit VM Storage Profile @( Delete VM Storage Profile @Manage StorageCapabilities

= E? VIR 51 P e »3l Create New VM Storage Profile

% Tier-1
% Tier2 Select Storage Capabilities
% Tier-3 Select the storage capabilities that will be used with this VM storage profile,
B Tier4
Profile Properties Storage Capabilities
Select Storage Capabilities | o | Type
Ready to Complete
O Tier 1:black System
Tier 2:black System
O Tier a:file System

Figure 38. Create new virtual machine storage profile for Tier-2 storage

The storage capabilities are displayed automatically in vSphere, as shown in Figure
39, where Tier 2 EMC ViPR storage is supporting a datastore.

MFG-Tier2-D502

el Virtual Machines ' Hosts ' Performance | Configuration ' Tasks & Events ' Alarms ' Permissions | EMCWVSL | Storag
General Capacity
Location: ds:/ | {vmfs/volumes/52fce6ed-39fc34... Refresh
Capacity: 499.75 GB
Type: VMFS Erowzonedl Space: i;f:;.; F‘;:
Mumber of Hosts Connected: 2 Lref pac:e.d ) 2/24/2014 6:47:22 AM
Virtual Machines and Templates: 0 ast updated on: 24/ T
Storage Capabilities
Commands :"ki
Refresh
@ Refresh System Storage Capability: Tier 2:bleck 3
ﬁ Enter SDRS Maintenance Mode User-defined Storage Capability: NjJA

Figure 39. Automatic discovery of storage capabilities
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Note: Storage capabilities are only visible in the traditional vSphere client and not in the
web client. Also, the web client uses virtual machine storage policies in place of virtual
machine storage profiles.

After the EMC ViPR storage provider has automatically configured the datastores with
the appropriate storage profiles, the datastores can be grouped and managed in
ITBM, according to their storage profile. Figure 40 shows that the cost profiles created
in vCenter are discovered by ITBM. This enables the business management
administrator to group tiered datastores provisioned with ViPR and set the monthly
cost per GB as needed.

Edit the total monthly cost per GB for storage based on:

1@ Storage Profile () Storage Type

Storage monthly costs by storage profile

Profile Datastores Total GB ene ""'“::";g’f Monthly Cost

Tier-2 2 999.5 2010 20.07 370
Tier-3 2 G995 2010 S0.05 550
Uncategorized 28 4734405 2010 s0.10 347
Total: $4,854

Figure 40. VMware ITBM chargeback based on storage profile of datastore

Storage services VMware vCAC provides a storefront of catalog items for storage services used by

summary cloud users. These service catalog items use EMC ViPR software-defined storage
services based on multiple service levels across EMC ExtremlO, VNX, and VMAX
storage arrays, each offering varying levels of availability, capacity, and performance
to satisfy the operational requirements of different lines of business.

This solution combines EMC ViPR with EMC array-based, FAST-enabled storage
service level offerings and VMware vSphere to simplify storage operations for hybrid
cloud customers.
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Networking services

Overview

Provisioning three-
tiered virtual
applications

Deploying a virtual application can be done in minutes. However, planning,
designing, and configuring the network and security elements to support it can often
take days or weeks. Using the automation capabilities of vCAC, NSX can significantly
reduce the amount of time the provision, update, and removal process takes.
Networks, router, firewall, and load balancers can be deployed dynamically with the
virtual machine components of a blueprint. This enables an application stack and
supporting services to be delivered to production users in minutes.

Three-tier applications are the most commonly deployed model in enterprises. Each
tier requires a specific configuration and changes that can use the NSX capability
with vCAC. A three-tier application can be used to demonstrate the network and
security provisioning capabilities of vCNS or NSX when integrated with vCAC. The
web-tier is external facing and is load balanced, serving web pages to users. Each
web server needs to communicate with the application server; the application server
in turn writes to and retrieves data from the database server, as shown in Figure 41.

Three-tiered Application — NAT or Routed

—_————— e —— S —— PR R P —————

| Web Tier ‘l | Application Tier Yoo Database Tier \
| NAT1s2168.1010290r | | PrivateNetwork | | PivateNetwork |
| Routed: 101032033229 | 192.168.101.8/29 [ 192.168.101.16/29 I
| | | | | | 2
, L Loy ! Three-tiered
| | I : R
ol [ [ B [ [ I [ ]| [ virtual application
(I Lo I, ] [ | o '
LT : LT T W : || . :
| N o @ @ | .
| Ly I !
JL T T M o I ;
| ‘ | I
4 |
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i L L i
\ / ] /
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Figure 41. Three-tiered application

Within the context of networking and security, two deployment models are enabled
by vCAC: pre-provisioned, and on-demand. The key difference between them is that,
with a pre-provisioned deployment, the networks and router must exist before vCAC
can provision the virtual machines. With the on-demand deployment model, the web,
application, and database virtual machines are all deployed in conjunction with the
network infrastructure they require. Virtual networks and routers are created
dynamically when a multimachine blueprint is executed using the on-demand
deployment model.

In both deployment scenarios, the network adapters of the deployed virtual machines
are connected to their respective virtual network and an IP address assigned either
using DHCP or, as in our implementation, a static IP address.

The virtual machines are also assigned to their respective security groups by the
vCAC blueprint. These security groups are associated with security policies (firewall

RSA
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rules) enforced by the vCNS or NSX firewalls. The deployed virtual machines in each
tier inherit their specific security policy because of their security group membership,
which ensures that applications are protected from the moment of deployment.

A multimachine blueprint was created with the name Finance-Pre-Provisioned, and
was configured as follows:

1.  Under Build Information, the three single-machine blueprints created earlier
are added, as shown in Figure 42.

Blueprint=s (3]
Mame “«  Bluegprint hliry (L
P '@ linux-apgp liruz-app 1

o [ linuee-di lirwse-cll 1

C{:? '@' linuzx-wek linL-week 1 c

Figure 42. Pre-provisioned blueprint with build information configuration

2.  In Build Information, each component blueprint is edited, and a new network
adapter is created, which is then mapped to the corresponding network
profiles and the security groups, as shown in Figure 43.

Edit Hetwork 72

"i: Hetwork afg Load Balancer

Hetwork Adapters (1) @ Mew Metwork Adapter
I # < Metwaork Profile Azzignment Type Address Cuztom Properties
&7 ﬁ‘ L= 0 finance-weh-preprov-routed Static IP Edit

Advanced Settings

Security groups: | [ finance-app-preproy
I [ finance-dh-prepray
finance-weh-preproy
|:| zrzictivity Monitoring Data Collection m

I |:| rrziimance-app-on_demand

I ( OK ) | Cancel

Figure 43. Blueprint network and security group configuration

This blueprint connects virtual machines to pre-created networks; therefore, no new
network profiles were added (on the Network screen of the main blueprint properties
window), this would create dynamic networks.

EMC’ Pivotal BN wvmware




Chapter 4: Cloud Services

In this use case, the blueprint connects only the virtual machines to the VXLAN
networks created when preparing the environment.

Note: Both the multimachine blueprint and the component blueprints have a Network
screen, which may cause some confusion. The multimachine blueprint has a Network screen
on its main properties window where the transport zone and network profiles (to trigger
dynamic networks) are specified. The component blueprint’s Network screen is displayed
when you edit the component blueprint in Build Information. The configurable options on
this screen are Network Adaptors and Security groups.

The blueprint is published and added to the catalog where it is made available to the
finance business group users.

Based on the blueprint, vCAC clones the virtual machines and attaches them to their
respective logical switch networks. It also configures the provisioned virtual
machines with static IP addresses from the IP address ranges already configured in
the corresponding network profiles, and adds them to the appropriate security
groups.

Verify pre-provisioned deployment

Figure 44 shows an example of the vCAC machine properties for a provisioned
database virtual machine. The virtual machine is connected to the vxw-dvs-59-virtual-
wire-11-sid-5006-finance-db logical switch, or VXLAN network, and configured with a
static IP address 0f 192.168.104.3.

[ ] = Machine Information L) Storage ."i: Hetwork ol Properties (= Snapshots

ltem Details: EPC-75
Hetwork adapters: | Hetwork Adapters (1)
Metwrork hletwrork External Custom

EPC-75 L Profle  ~ddress Aeizes | WHBERERES | o

owner wxw-chvs-58- finance-
s wituakwire-  db- Lqoiecdmae A0-S0-5E-9eBa i
finBusAdmin ue 0 11-5i0-5006-  preprov- 192.168.104.3 00:50:56: 9262053 View

finance-db private
Provisioned

0102472014 06:11 PM

Figure 44. Virtual machine properties: EHC-75 database-tier

The same virtual machine properties in the web client are shown in Figure 45.
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(B EPC.75 | Adtions ~

Summany | Monitor  Manage Related QOhjects

EPC-T5

Guest 0S: Ubuntu Linux (54-bit)

Compatibility: ESXi 5.5 and later (WM version 10}
“WMware Tools: Running, version:9344 (Current)
DS Name: EPC-75

IP Addresses: 152.1638.104.3
View all 2 IP addrezzes

LalmiEh Console Host: drm-esxil70.infra.lab. local
O &
- WM Hardware I:I.
p CPL 2CPLEsY, 0 MHz used
b Memory | | 1024 M8, 0MB used
k Hard disk 1 16.00 B
b Metwork adapter 1 won-dvs-29-vidualwire-11-sid-2006-finance-db  {connected)

Figure 45. Virtual machine web client properties: EHC-75 database-tier

To verify that the database-tier virtual machine was placed in the correct security
group, check the security group membership under the Service Composer in the
Networking & Security web client, as shown in Figure 46.

The database virtual machine was added to the finance-db-preprov security group
and therefore inherited the firewall rules configured for the database-tier security
policy.

finance-db-preprov - Virtual Machines ®

Virtual Machines | (0) Errors

(a Fitter
Name

& EPC-T5

Figure 46. NSX service composer security groups membership view
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Use case 2: Create To create a multimachine blueprint (for example, Finance-On-Demand) that uses
on-demand these network profiles and security groups:
multimachine

blueprints 1.  Under Network, add the NAT network profile by clicking New Network Profile »

NAT.

2.  Select the network profile created earlier from the Copy from existing network
profile list, as shown in Figure 47.

Hew Hetwork Profile - HAT

# Copy from existing network profile: -

LE finance-web-on_dsmand-haT

Figure 47. Copying an existing network profile to a blueprint

3. Repeatthe process for the private networks, as shown in Figure 48, and then
configure the build information.

New Blueprint - Multi-Machine

Create a hlueprint. Begin by copying a master blueprint, or start from scratch.

Ej’ Blueptint Informstion _EE] Build Information Lt Hetwork ) seripting 5 Properties < Ations

Transport zone: | EPC_NSX_Transpart (ve--01a) I~]

Hetworks:  Hetwork Profiles (3)

Mame «  Type
6/" ﬁ finance-app-ondemand-private Private
6-? ﬁ finance-db-ondemand-private Private
6/" ﬁ finance-weh-ondemand-nat AT
Routed Gateway
Reservation policy: | |v|

Figure 48. Multimachine network properties

4.  Add single-machine blueprints.

Since load balancing will be configured, there can be multiple instances of a
particular workload, as the maximum value for the web blueprint shows in
Figure 49.
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Blueprints (3]
Mame «  Blueprirt Min LRy
e '@' lirLz-apg linL-app 1

o T linu-ch lirs:-cil 1

éj? '@' linuzx-wek linuzx-wek 1 3

Figure 49. Multimachine build configuration for load balanced blueprints

5. Edit each single-machine blueprint to add a new network adapter.

The web-tier blueprint is shown in Figure 50, and is configured to use the
finance-web-ondemand-nat network profile and the finance-web-ondemand
security group. When provisioned from this blueprint, all virtual machines are
added to the finance-web-ondemand security group.

Note: In this solution, we did not configure IP addresses on these adapters, because vCAC
automatically configures the network adapters from the ranges specified in the network
profiles.

L Network {3 Load Balancer

Network Adapters (1)

# 4 Metwork Profile Assignment Type
&7 '@ i: 0 finance-web-ondemand-nat Static IP
Advanced Settings

Security groups: Activity Monitoring Data Collection
finance-app-ondemand
finance-db-ondemand |-
finance-web-ondemand

Sales-App-01 -

|»

Figure 50. Web-tier blueprint configuration

6.  Configure the blueprint to deploy three web-tier virtual machines, and
configure load balancing. When configuring the load balancer, it is important
that you specify the web server ports to be load balanced, as shown in Figure
51.

Also, specify the network profile from which the virtual IP addresses are
allocated to provide NAT to the web-tier virtual machines’ private IP
addresses.
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L& Network #f3 Load Balancer

Services (3)

Name «  Port Health Check Interval Response Timeout
(sec) (sec)
&7 HTTP 20 5
&7 HTTPS 443 5
TCP 2080
URI for HTTP service: |
Members
Network adapter:

Virtual IP

# Network profile: |ﬂnanca-1ransit |v|

Figure 51. Multimachine web-tier load balancer configuration

7. Assign the network profiles and security groups to their corresponding
application and database-tier network adapters.

After these steps, publish the blueprint and add it to the catalog so that it is available
to the finance business group users. When a user requests this catalog item, the
multimachine blueprint is executed and the logical switches are created. vCAC then
deploys the NSX Edge 5.5 router with an interface on each logical switch and the
finance transit network. Then the virtual machines are deployed and configured with
IP addresses from the network profile ranges.

Verify on-demand deployment

Figure 52 shows an example of the machine properties for a provisioned web-tier
virtual machine. The virtual machine’s network path shows that it is Managed
Externally, which means the path is determined by the NSX Edge 5.5 router
provisioned by vCAC as the gateway, and configured with a private static IP address
0f192.168.101.2.

= Machine Information || Storage L= Network 1 Properties % Snapshots

HNetwork adapters: Hetwork Adapters (1)

Network External Custom
# - Path Netwark Profile Address Address MAC Address Properties

L Managed finance- oo igsapds O-EQ-ER-Re-BE- :
e 0 Externally web-ondemand-nat 192.168.101.2 00:50:56:8e:98:a4 View

Figure 52. Machine properties for an on-demand provisioned virtual machine
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To verify the on-demand deployment:

1.  Verify that the logical switches are created by viewing the list of logical
switches in the Networking & Security web client. Figure 53 shows an
example of the provisioned on-demand networks.

Logical Switches

NSX Manager: | 192 168.110.42 |~ |

e

Mame Status

" Sales-Transit-01 & MNormal
E finance-transit & Mormal

E finance-web-ondemand-nat-c2897a09-9340-41a... & Mormal
E finance-app-ondemand-private-c2897a09-9340-4.. & Mormal
E finance-db-ondemand-private-c2897a09-9340-41... & MNormal

Figure 53. Logical switches view

2.  Verify that vCAC has configured the NSX Edge 5.5 by viewing its interface
properties in the Networking & Security web client. Figure 54 shows the
configured IP addresses, the connected networks, and the routable IP
addresses used for the gateway NAT and load balancer.

Configure interfaces ofthis NSX Edge.

(@ Filter -

vNl 1 & Mame IP Address Subnet Mask | Connecled To Type StatL

0 finance-web-ondemand... 192168 101.1* 255255 255 finance-web-ond...  Internal «

1 finance-app-ondemand-... 192.168.101.9* 255255255 finance-app-ond...  Internal «

2 finance-db-ondemand-p... 192.168.101.17*255.255.255.; finance-db-onde...  Internal  «
10.103.203.53* 255255 255¢

3 finance-transit 10.103.203.52 finance-transit Uplink '

Show All

Figure 54. Interface configuration for on-demand provisioned NSX Edge 5.5

3.  Verify that the load balancer configuration in the Networking & Security web
client is enabled and configured as intended, as shown in Figure 55.
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Load Balancer Service Status: Enabled | [ Disable

Aload balancing pool is a logical set of devices, such as web servers, that you group together to receive
and process traffic.

% (@ Filter )
Service and heslth chedk
Name 1.4 M. N . - Monitor Pog | P2120CNG  Interval Timeout
Method {seconds) {seconds)
Pool11 1  HTTPH. DownD. 80443 80,443  ROUND. 55 55

Figure 55. Load balancing configuration of the provisioned NSX Edge 5.5

Open the NAT view of the NSX Edge 5.5 gateway in the Networking & Security
web client to view the NAT configuration. As shown in Figure 56, a static NAT

rule is configured for the internal private 192.168.101.0/29 network with a
routable IP address on the finance-transit network.

[ Settings | Firewall | DHCP ]W‘ VPN | SSL VPN-Plus | Grouping Objects | Load Ealancer| Static Routing]

@ | | Generated internal rules are currently shown  Hide internal rules |:_0, Filter -—_:
Original Translated
Order | Rule Id Rule T... Action Applied On Port Port | FT.. St. | Log.. Desoription
IP Address IP Address
Range Range
1 196611 DMNAT  finance-transit  10.103.203.54 443

1010320354 443 t. v @
finance-transit ~ 10.103.203.54 a0 10.103.203.54
196609 USER  SNAT  finance-transit  192.168.101.1-..

loadBalancer
2 196610 DMNAT

a0 t. « (@  loadBalancer
any 1010320352 any a. + @

Figure 56. NAT configured on the engineering on-demand NSX Edge 5.5

Networking

The three-tier application use cases showcased both pre-provisioned and on-demand
services summary

deployment models, while explaining the differences and benefits of each. VMware
NSX and vCAC offer flexible creation and deployment of workload resources, while
providing richer functionality and improved performance over the vCNS solution.
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Chapter5 Operational Management

This chapter presents the following topics:
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Overview

Infrastructure maintenance and operations teams need the end-to-end visibility and
intelligence to make fast, informed operational decisions to proactively ensure
service levels in cloud environments. They need to get promptly to the root cause of
performance problems, optimize capacity in real time, and maintain compliance in a
dynamic environment of constant change.

This solution provides the ability to intelligently monitor and manage resources and
systems in the hybrid cloud environment using EMC and VMware product integration
and interoperability.

Integrated and intelligent operational monitoring

The VMware vC Ops dashboard provides a comprehensive view into the environment,
as shown in Figure 57. The main dashboard is divided into three logical entities that
provide high-level information about current overall health and issues of all managed
resources, risks of future issues, and resource efficiency trends in the environment.

« | B |s 8 [y HybridCloud | Actions ~
4 () Werld ‘ D d | [ Planning  Alerts  Analysis  Reports @
4 @ EHCMP-VC01
4 [ [FybridCloud]

Efficiency

- [l AutomationPod

i+ [J Engineering -

[ ﬁ NEIPod IHeE‘aIth FR|Sk o N rtuniti
+ B orace mmediate issues uure issues ptimization opportunities

i ) Shared

Health Weather Map Risk Trend VM Provisioning Distribution

HE EEEEE EENEEEE oo M 03 optimal
M 100% Waste
... % 0% Stress
[ [ [ 1] H &
!
[ | B HE EEEE b
——————— el
7 DaysAgo  Time Mow

Figure 57. vCenter Operations Manager dashboard high-level overview

The three primary logical entities in vC Ops are:

e Health: Calculates health scores based on patented algorithms that
dynamically observe behavioral trends of the cloud environment and display
color coded red, yellow, and green status of the virtual machines, datastores,
and clusters. Systems operations can identify where problems are, what the
issues are, and if any trend of abnormal behavior exists in the environment.

e Risk: Provides insight into the resource consumption to provide advanced
notification of a resource running out of capacity, as well as which resources
will run out.

o Efficiency: Proactively optimizes the environment and reclaims waste.
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EMC provides integrated services that allow vC Ops to collect and report EMC ViPR
and EMC storage array resource metrics. Using EMC ViPR Analytics and EMC Storage
Analytics (ESA), VMware and storage administrators gain visibility into the software-
defined storage environment, continuously available VPLEX devices, and the
individual VMAX and VNX storage platforms. Health and risk analytics can be used to
assist with problem resolution. Storage metrics are presented directly to vC Ops
through customizable dashboards providing complete visibility into ViPR and storage
array performance and capacity metrics.

OO R E | | [ PrivateCloud | Actions =

~ Wy is Health 887

4 vCenter Operations Manager vApp

Custom WebApp 1 ‘ B~
Collector = ot s Gerrwes
/

R EMC ViPR ANALYTICS

2 (AdminWebApp) ( Active MQ )
| ]
(Capaciy anaiyics)  (C "eremance )
{ EMC STORAGE ANALYTICS

Vi 7
W J
[VIRYY] Analytics
S W VMAX WNX )

Figure 58. Architecture overview of vC Ops vApp including ESA

The EMC ViPR and ESA adapters can be installed on an existing instance of an
enterprise-licensed vC Ops.

EMC ViPR Analytics

The EMC ViPR Analytics Pack provides enhanced capabilities for VMware vCenter
Operations Management Suite by linking EMC ViPR Analytics with vC Ops. This
integration delivers custom analytics and visual representation of the resources
within the EMC software-defined infrastructure.

EMC ViPR inventory, metering, and event data is imported into vC Ops and displayed
through pre-configured dashboards that show collections of volume, storage port,
storage system, and virtual pool data. vC Ops uses the data to compute key resource
status scores. Resource details, individual metrics, and EMC ViPR event alerts are
also presented in dashboard views. The health scores of EMC ViPR resources can be
improved by using performance data from VNX/VMAX adapters.

The preconfigured dashboards provided by the EMC ViPR Analytics Pack include
capacity, performance, and higher-level at-a glance information.

EMC’ Pivotal BN wvmware




Chapter 5: Operational Management

ViPR Capacity dashboard

The ViPR Capacity dashboard enables users to monitor virtual storage pool capacity
and datastore disk usage, as shown in Figure 59.

| Storage Topology || Storage Metrics || EMC ViPR - Capacity = mmmmmﬁ
Dashboard Tools: EDIT CLONE INTERACTIONS DELETE CREATE TEMPLATE SHARE EXPORT IMPORT
VIRTUAL POOL - +|/¥|2®|% RESOURCE SELECTOR ~|[¥|[%|@|[x| TOP-10 CLUSTER IN «|[%][&][@]x
WORKLOAD WORKLOAD (USED
STATUS BOARDS LEEERE) SR
= | ¥ World - Top 10 Highest Utilizatior
. . ‘ . STATUS FILTER SORT BY Utilization Index ~ Resources
Capacity Reciaimable @ B = = - [0S AutomationPod
Unused Workload ! 1| Az
e @0 E@ | p— ergmserng
10.009 Shared
[E) CLUSTER COMPUTE RESOURCE (5 of 5) 0087 NEIPod
Py bo onen
[E) VIRTUAL MACHINE (0 of54)
[B) patasTORE (27 of 28)
L 4 2322222 TOP.10DATASTOREIN (= 4 2 (0 x
WORKLOAD (USED
VIRTUAL POOL - GAPACITY || %2 [@]x [E) FLESYSTEM (No ltems) CAPACITY)
REMAINING
B voLume (2oi2) i< | ¥ World - Top 10 Highest Utilizatior
I!EN(j-;fierZ .. Utilization Index Resources
st ays
[E vmtuaLpPooL (zorz) [BZAE LabNFS
.. 53 EHCMP_FASTVP_DSO08
LabNFS4
[E VRTUAL ARRAY (1071) I
POSSENN  LeowFs
. [ESEE  LabNFS3
[B] sToraceEPOOL (2074) 51632 EHCMP_FASTVP D311
. . 495 EHCMP_FASTVP_DS12

Figure 59. EMC ViPR Capacity dashboard in vCenter Operations Manager

The ViPR Capacity dashboard consists of the following components:

Virtual storage pool workload: Displays the provisioned capacity consumed by
the datastores

Virtual storage pool capacity remaining: Displays the available storage pool
capacity

Resource selector: Enables you to search for a specific resource

Status boards: Displays various status and relationship information for ViPR
resources

Clusters in workload: Displays the top clusters in disk capacity workload

Datastores in workload: Displays the top datastores in disk capacity workload
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ViPR Performance dashboard

The ViPR Performance dashboard, shown in Figure 60, enables users to monitor
storage network and datastore latency performance data.

Dashboard Tools: EDIT CLONE INTERACTIONS DELETE CREATE TEMPLATE SHARE EXPORT IMPORT

STORAGENETWORK | 7|(x|v| %)@ %  RESOURCE SELECTOR ~|[¥ 2| @|%| TOP-5DATASTOREWITH [«|v|z|&|X
WORKLOAD HIGHEST I0 WORKLOAD
Configuration: | network-warkicad STATLS BOARDS «#[2[&%] | | §F World - Top 5 Highest Utilization

. . ‘ ' STATUS FILTER SORT BY Utiization Index Resources
Unused Warkioad Unused Unused @ @ a bd| ‘ A-Z A _ LabNFS

Metwork

18131 EHCMP_FASTVP_...
[B) cLUSTER COMPUTE RESOURCE (5 cf 5) Bl EHCMP_FASTVP_...
SEBEE o
2786 EHCMP_FASTVP_...
[B) vIRTUAL MACHINE (38 of 54)
SHERBEEE T eees
HIGHEST READ LATENCY
.’..‘.‘..’..‘ I= | ¥ World - Top 5 Highest Utilization
[ |
o 50 100 Utilization Index Resources
SRS Bee I oo\
SSIIN LocAL Esxore
TOP-10 STORAGEPORT [ % |[2][@ x [E) patasToRE (27 or28)
_____ SSSSEEEE R — !
2001 datastore1 (25)
| | 5 PoweredOn:all - Top 10 Highest Ut .’....’. 25)
1849 LOCAL_ESXi083
Utilization Index Resources ........
[T APMO0133620848+5P_
o APM00133620848+SP_ ... TOP-5 DATASTORE WITH |~ 3| [&[X
HIGHEST WRITE LATENCY
0.0 APMO0133620848+SP_ B VOLUME (0 of 2)
0.0 APMO0133620848+5P_ ﬂ STORAGE PORT (7 0f7) I= | ¥ World - Top 5 Highest Utilization
0.0 APM00133620848+5P_ . . . ’ . . . Utilization Index Resources
0.0 000192606487+4FA-BF:0 I ores i [FOSET LabNFS
L .
0.0 000192606487 +FA-TF:0 [ESSZIN  LOGAL_ESXi064
*8 EZMI  LocAL ESXOT

Figure 60. EMC ViPR Performance dashboard in vCenter Operations Manager

The ViPR Performance dashboard consists of the following components:

e Storage network workload: Displays the collected I/0 utilization for all storage
ports in a network

e Storage port workload: Displays the |/0 workload for storage ports
e Resource selector: Used to search for a specific resource

e Status boards: Displays various status and relationship information for ViPR
resources

o Datastores with highest 10 workload: Displays the top datastores with the
highest I/0 workload

o Datastores with highest read latency: Displays the top datastores with the
highest read latency

o Datastores with highest write latency: Displays the top datastores with the
highest write latency
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ViPR at-a-glance dashboard

The ViPR at-a-glance dashboard, shown in Figure 61, enables users to monitor
performance and capacity data from a single dashboard.

VIRTUAL POOL CAPACITY REMAINING |4 |(%:|[2][@//%|  VIRTUAL POOL WORKLOAD [~][¥][2 @] %] CLUSTER WORKLOAD (DISK SPACE) (7|« ¥ 2/[@(x]
C fon: | cluster-disk-sp ridoad |v||é.‘].

ENG-Tierl ENG-Tierl
Last & Hours Last 7 days

STORAGE NETWORK WORKLOAD 7| | ¥ 2] &%

Configuration: = network-workload . |ﬂrﬂ

TOP-10 STORAGEPORTWORKLOAD  [«|[¥|2[® X 10p.40 DATASTORE WITH HIGHEST BRI
| T PoweredOn:all - Top 10 Highest Utilization e loi.)

Hetwark Resources T World - Top 10 Highest Utilization

Utilization Index

(DS APM00133620848+SP_B:11
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o APMO0133620848+8P_A:11 LabNFs,
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0.0 APM00133620848+SP_B:5 LOCAL_ESXiD64
0.0 APM00133620848+5P_B:8 LOCAL_ESXi078
0.0 000192606487 +FA-8F .0 LOCAL_ESXi083
0.0 000192606487 +FA-TF:0 LabNFS2

LabNFS4
datastore1 (25)
LOCAL_ESXi078
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g
I|||"
g
g
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Figure 61. EMC ViPR at-a-glance dashboard in vCenter Operations Manager

The ViPR at-a-glance dashboard consists of the following components:

e Capacity Status Monitoring: Combines the Virtual Storage Pool Workload,
Virtual Storage Pool Capacity Remaining, and Clusters in Workload components
to create a single dashboard for monitoring capacity status

¢ Performance Status Monitoring: Combines the Storage Network Workload,
Storage Port Workload, and Datastores with highest latency components to
create a single dashboard for monitoring performance status

EMC Storage Analytics

vC Ops integration with ESA software combines the features and functionality of
vC Ops with VNX, VMAX, and VPLEX storage. It delivers custom analytics and
visualizations that provide detailed visibility into your EMC infrastructure, enabling
you to troubleshoot, identify, and take quick action on storage performance and
capacity management problems.

Within the vC Ops custom portal, ESA presents separate dashboards, some that are
universal and others that are specific to VNX and VMAX arrays. Each dashboard is
fully customizable and can be adjusted to display the required details and metrics or
additional widgets.
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By default, ESA enables the following dashboards in the vC Ops custom portal. These
dashboards provide information about EMC storage systems:

e EMC Storage Topology dashboard: Provides a view of resources and
relationships between storage and virtual infrastructure objects

e EMC Storage Metrics dashboard: Displays resources and metrics for storage
systems

e EMC Overview dashboard: Represents a single view of performance and
capacity of VNX/VMAX resources

EMC Storage Topology dashboard

Topology mapping is viewed and traversed graphically using vCenter Operations
Manager health trees. The dashboards developed for ESA use topology mapping to
display resources and metrics.

ESA establishes mappings between:
e Storage system components

e Storage system objects and vCenter objects

Topology mapping enables health scores and alerts for storage system components,
such as storage processors and disks, to be shown in the context of vCenter objects,
such as LUNs, datastores, and virtual machines. Topology mapping between storage
system objects and vCenter objects uses a vCenter adapter instance.

The Storage Topology dashboard enables you to view resources and relationships
between storage and virtual infrastructure objects for VNX, VMAX, and VPLEX adapter
instances. Details for every object in every widget are available by selecting the
object and clicking the Resource Detail icon at the top of each widget. ESA displays
all related VMware objects, which enables you to navigate end-to-end into the
underlying storage array components, from vSphere datastore clusters and virtual
machines to VMAX storage groups and Fast Ethernet (FE) ports.

EMC Storage Metrics dashboard

The EMC Storage Metrics dashboard, shown in Figure 62, displays a graph with each
EMC resource and the metrics associated with it. Navigation is from the top down, so
after choosing the storage system and a specific resource, you can select multiple
metrics for display on the Metric Graph pane.

Figure 62 shows the total operations, reads, and writes in MB/s metrics for a VMAX
storage group. You can download any one or all of the metric charts by clicking the
applicable icons.
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Figure 62. EMC storage metrics dashboard with VMAX LUN metrics
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Overview dashboard

EMC VNX, VMAX, and VPLEX systems have separate dashboards with details
presented as heat maps, as shown in Figure 63. This dashboard displays the main
storage system resource types, thin pools, storage groups, LUNs, front-end ports,
storage processors, FAST Cache performance, and the metrics for each one.
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Figure 63. EMC VMAX overview dashboard displaying object heat maps

The heat map colors work on two different levels, the green to red legend represents
either usage (for example, thin pool allocation) or performance (for example, latency).
The blue legend represents relative usage across that metric within an array (for
example, total writes). For any one of the objects displayed, a full historical
perspective is available on the EMC Storage Metrics dashboard.

EMC® Pivotal vmware




Chapter 5: Operational Management

Customized dashboards

Custom- or cloud-specific dashboards can be created for any environment using the
objects and details provided by the various EMC and VMware solution packs.

The EMC ViPR and Storage Analytics packs present high-level information in a
storage-centric manner, to support easy status identification at the object level.
vC Ops supports grouping inventory objects into additional dashboards to create
service and resource views focused on a particular set of resources.

The vC Ops Custom Ul enables dashboards to be created and exported, provided the
dashboard does not have any dependencies on the resource ID, which is the unique
identity number assigned by vC Ops to each inventory object.

Centralized log VMware vCenter Log Insight, shown in Figure 64, delivers automated log management

management with system analytics, aggregation, and search. With an integrated cloud operations
management approach, it provides the operational intelligence and enterprise-wide
visibility needed to proactively ensure service levels and operational efficiency in
dynamic cloud environments.

Log Insight can analyze log events from any vCloud Suite component that supports
syslog forwarding including all components of the management cluster and
infrastructure. Some of this log forwarding configuration is enhanced using pre-
packaged VMware and EMC content packs.

When integrated with Log Insight, EMC content packs for VNX and VMAX provide
dashboards and user-defined fields specifically for those EMC products enabling
administrators to conduct problem analysis on their EMC arrays or backup
infrastructure.

Content packs are immutable, or read-only, plug-ins to vCenter Log Insight that
provide predefined knowledge about specific types of events, such as log messages.
The goal of a content pack is to provide specific event knowledge in a format easily
understandable by administrators, engineers, monitoring teams, and executives.
Each content pack is delivered as a file, and can be imported into any instance of Log
Insight.
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Figure 64. Centralized logging of components with vCenter Log Insight

In large environments with numerous log messages, Log Insight provides runtime
field extraction to enable users to instantly locate the most important data fields. Any
field from the data can be extracted using regular expressions.

Dashboards and widgets can be manually created for those components for which
content packs do not exist.

Each widget provided by a content pack can be cloned and added to a personalized
dashboard with views required by the user. Figure 65 provides an example of this,
where the hybrid cloud dashboard contains widgets from each of the content packs
installed for this solution.
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Figure 65. Customized hybrid cloud security dashboard

vCloud component integration

vCenter Log Insight ships with the VMware vSphere content pack, which provides
detailed insight into VMware vSphere logs and events. Content packs are also
available for vCenter Operations Manager and VMware vCAC.

The vSphere content pack provides important information about the vSphere
environment, providing several dashboards containing a comprehensive list of
events and event types such as:

e vCenter Servers and ESX/ESXi Hosts
e SCSI/iSCSI and NFS

e Events, tasks, and alarms

The content pack for vCenter Operations Manager presents its log data in a more
meaningful way and analyzes all of the logs that are redirected from a vCenter
Operations Manager instance.

The vCenter Operation Manager content pack provides the following:
e Collection of logs from vCenter Operations Manager servers
o Default queries to expose key fields and events

e Pre-configured dashboards to make troubleshooting quick and easy

The queries and dashboards can be used to monitor and troubleshoot issues in the
vCenter Operations Manager environment.

In addition to the content pack, VMware vC Ops Manager can be integrated in the
following independent ways:

e LogInsight can send notification events to vC Ops Manager

e The Launch in context menu of vC Ops Manager can display actions related to
Log Insight
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The Enable launch in context functionality enables users in vC Ops to view events
related to a specific object by launching vCenter Log Insight directly in the context of
that object.

The example in Figure 66 uses the integration between Log Insight and vC Ops. Using
the Actions menu in vC Ops triggers a search of all relevant Log Insight information on
the selected item.

4 ﬁ}q} =] |y HybridCloud [} Actions ~
4 @ Worio | Dashboard | [ Creste new group.. Alerts  Analysis
4 7] EHCMP-VCOA Open in vSohere Client
n in vSphere Client...
g e ’
I EF AutomationPod Search for logs in vCenter Log Insight.
i+ [l Engineering Risk
MNEIPod
" EF o 1 5 Future issues
i+ [ Oracle
i+ [ Shared
Health Weathar Map Risk Trand
1c
)
E
I
o
o
All objects | Hourly 7 Days Ago  Time Mow

Figure 66. Search logs for cloud management platform

The launch-in-context action filtered the logs using the constraint hostname equals
<each hostname», which results in only events that match that criteria being
displayed, as highlighted in Figure 67.

| 0 [t ~ | contains ~ | | drm-esxi081, drm-esxi02, drm-esxi083, drm-esxi0s4 |
1
© ~dd Constraint
1 to 50 out of 988,169 cvenis from 2013-12-22 15:53:13.755 to 2013-12-23 15:53:13.786 View: Normal>  Sort Newest first~

2@13-12-23T15:53:13. 7842 |DRM-ESX1063 Jinfra.lab.local Vpxa: [6BF56E7@ verbose 'hostdstats'] Set internal stats for wM: 17
(vpxa VM id), 168 (vpxd WM id). Is FY primary? false
source facilty priority hostname appname

2@13-12-23T15:53:13. 760Z |DRM-ESX1061 Jinfra.lab.local Vpxa: [5BAAFET® verbose 'VpxaHalCnxHostagent' opID=WFU-2356b@61]
[WaitForUpdatesDone] Stafting next WditForUpdates() call to hostd
source faciity priority hostnamd appname vmw) opid

2@13-12-23T15:53:13. 760Z |DRM-ESX1061 Jinfra.lab.local Vpxa: [5BAAFET® verbose 'VpxaHalCnxHostagent' opID=WFU-2356b@61]
[VpxaHalCnxHostagent: :PrdcessUpdate] fapplying updates from 222113 to 222114 (at 222113)
source faciity priority hostnamd appname vmw) opid

2@13-12-23T15:53:13. 7592 |DRM-ESXi061 Jinfra.lab.local Vpxa: [5BAAFET® verbose 'VpxaHalCnxHostagent' opID=WFU-2356b061]
[WaitForUpdatesDone] Recelved callback
source facilty priority hostname appname vmw_opid

Figure 67. Log Insight filtering logs for the management cluster components

The vCloud Automation Center 6.0 content pack for Log Insight provides important

information across all components of the vCAC environment and key dependencies
such as vCenter Orchestrator and SSO. vCAC is composed of multiple components,
each of which must be configured to forward their respective logs to Log Insight.
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The vCloud Automation Center 6.0 content pack for Log Insight includes analytics for
the following components:

e VvCAC CAFE services

e laaS services

e Application Director

e SSO

e Apache

For Windows-based hybrid cloud components, such as those hosting the SMI-S
server or SQL Server databases, vCenter Log Insight 2.0 can collect data from
Windows systems with an easy-to-deploy vCenter Log Insight Windows monitoring
agent.

EMC component integration

EMC has developed and provides Log Insight content packs for EMC VNX and VMAX in
order to present the logging details in a more meaningful way. Customized
dashboards and user-defined fields for VNX and VMAX enable root cause analysis on
the arrays or backup infrastructure.

The EMC VNX content pack provides the following dashboards:
e Overview
o Alerts, Faults, and System Notifications

e Commands and Background Processes

Each dashboard contains multiple widgets specific to their parent dashboard. Figure
68 displays the widgets available in the Overview dashboard for VNX.

Pl prven werst - el
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Figure 68. Sample of the dashboard view: VNX content pack
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EMC has developed a custom content pack for VMAX log information and provides
several dashboards that contain widgets:

e Overview: Widgets with information about all VMAX data in the Log Insight
instance

¢ Local and Remote Replication: Widgets specific to log messages generated by
SRDF or TimeFinder

e Virtual Provisioning Overview: Widgets with information about thin pool and
device events

o Director Events: Widgets with information about any front-end or back-end
director events on the VMAX

e Auditing: Widgets that display all audit log information
An example dashboard included with the VMAX content pack is provided in Figure 69.

B evc-viax ~ eme_ymax_symena
e vrmax_oventa
eme_vmax_soverty

Local & remote replication

 Add Filter
Virtual provisioning ovenview
Director events

Auditing

Allevents
=
=
Allevents grouped by eventid

000198700046

Figure 69. Example of EMC VMAX content pack dashboard views

For detailed information about the VMAX content pack, refer to Using the EMC VMAX
Content Pack for VMware vCenter Log Insight White Paper.

References

By navigating to the Content Packs area in the Log Insight Ul, individual content
packs can be downloaded from the VMware Solution Exchange and then imported.
More information on available content packs and downloads for Log Insight is
available on the VMware Solution Exchange.
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Resource management

This solution uses the comprehensive resource management and reporting
functionality available with EMC ViPR SRM and VMware vC Ops.

Cloud administrators can use EMC ViPR SRM through real-time dashboards or reports
to understand and manage capacity and consumption of EMC ViPR software-defined
storage, and monitor SLA compliance.

VMware vC Ops provides powerful virtual resource consumption and capacity
planning functionality to help predict behavior, and understand the potential impact
of future growth on the resources supporting the hybrid cloud environment.

Storage resource  The EMC Storage Resource Management Suite provides comprehensive monitoring,

management reporting, and analysis for heterogeneous block, file, and virtualized storage
environments. It enables you to visualize application storage dependencies, analyze
configurations, monitor capacity growth, and optimize the environment to improve
return on investment.

ViPR SRM identifies how much raw storage is in the hybrid cloud environment, how
much of the total raw storage is configured for use, how much remains unconfigured,
and how much of that unconfigured storage is available on specific arrays.

Multiple storage dashboards and views are available to instantly analyze overall
storage capacity and consumption in the environment.

Use case: Identify and view EMC ViPR storage capacity

The EMC ViPR virtual array consists of multiple virtual pools supported by one or more
storage arrays. ViPR SRM provides the ability to analyze the virtual array and virtual
pool down to the physical storage pools residing on different storage arrays.

Starting with the ViPR virtual array, a high-level report, as shown in Figure 70,
provides details of available and provisioned storage capacity and the virtual pools
configured in the virtual array.

Note: More details about file systems, block volumes, and storage ports are available in this
report, but are not shown in Figure 70.
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Figure 70. EMC ViPR SRM: Overview of ViPR virtual array

As shown in Figure 71, in addition to the high-level ViPR virtual pool details, the user
can view lower-level details on a particular ViPR pool, including type and protocol, the
provisioning and assignment types, and the capacity and utilization figures.

The virtual pool details include the physical storage array to which the virtual pool
belongs. In the example in Figure 71, the virtual pool named VNX File contains a
storage pool named File Pool, and belongs to the VNX file storage system.

List of Virtual Pools / VNX File

July 2014, Sunday & » Monday 7, 6:38 AM EDT | Last 1 Day: average on real-time

Virtual Array / Virtual Pool Details

One element found.

Virtual Array Name + | SAN Zoning -

Virtual Pool Description + | Virtual Pool Type + | Provisioning Mode + | Supported Protocols =

VA1 Automatic VNX File File Thick NFS

List of Storage Pools
‘One alament found

b & T Virtual & i T Supported Y [i]

Storages |  Data % |Storage 2 TYy s | ' Provisioning % | Oparational g "'“nz, s g F";y s |Subscribed 2 g ““n';,"’ B [Emt
Pool Center System P® | Modes Status P P Capacity pac %)

File Pool %h:m“ VNX-FILE | File Thick and Thin Ready 536.00 GB mssl | 1.51 TB mesl 203 TBmssl | 26.00 ml

Figure 71. EMC ViPR virtual pool details

Reports can be run and views generated to display details on the physical storage
pools supporting the EMC ViPR virtual pools, as shown in Figure 72. The storage pool
details presented in Figure 72 map directly to the physical storage arrays that EMC
ViPR manages.

RSA
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MNumber of Stor... MNumber of Stor...
T = _ e l e _ e -
—Evoviax | EMO W evovurie) = Thickane Tin | Tk p  Unicown
List of Storage Pools
24 elements found, displaying 110 10. EEEEJ Show[ 10 3|
Irtl Y SY rted T ) Used ) Subscribed ) Usabl C it
- ual - a uppor a - ISe - - iubsci - 'sable - urrent
RS o Catupt IR 8ioge Syatery “ |Type * | Provisioning * | SPerational < | capacity # |© Frea Capacity < | oo iy | capacity = | Utitization (%)
Center Modes
VNX_SAS_Pool_01 \EI::,CR CLARIICN+APM00133620846 Block Thick and Thin | Ready 7.00GB| 418 TB = 13178+ 418 TB 1.001
VNX_NLSAS_Pool_01 \EI::,% CLARIICN+APM001336208468 Block Thick and Thin | Ready 17.00GB| 10.73 TB el 18.00GB | 10.75 TB wed 1.001
VNX_FASTVP_Pool_01 \Elrl!—‘cﬂ CLARIION+APMO0133620848 Block Thick and Thin | Ready 3.22 TB wew| 16,23 TB mews 5.00 TB wew 19.46 TB mews| 17.004
Tier2-POOL \EI;!—‘(F:l CLARIICN+APMO00133620848 Block Thick and Thin | Ready 140 TB = 711.00GB | 168 TB = 209TB{ 67.00 wel
File Pool \EJ;!—‘(F:l VNX-FILE File: Thick and Thin | Ready 536.00 GB 15178 203TB{ 26.00

Figure 72. EMC ViPR SRM: Storage pools supporting ViPR virtual pools

Details on the various storage systems configured with EMC ViPR are available in the
storage system report, as shown in Figure 73.

EHC ViPR / Storage Systems

July 2014, Sunday 6 » Monday 7, 5:28 AMEDT | Last1Day
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— EMC
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Total: 4
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List of Storage Systems
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T Storage System + |7 virtual Data Center % | Y Model Family = |V SerialNumber % |V ManagementIP Address  + |} Number of Storage Pools = | () Usable Gapacity

CLARIION+APMO0133620848 EHC VIPR EMC VNX (Block) APM00133620848 6 52,10 TB s
CLARIION+APMO0140617470 EHC VIPR EMC VNX (Block) APM00140617470 4 8.36 TB o
SYMMETRIX+000192606487 EMC VIPR EMG VMAX 000192606487 13 115.41 TB s
WNX-FILE EHC VIPR EMC VNX (File) APM0O0140617470 10.110.72.180 1
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Figure 73. EMC ViPR SRM: Physical storage systems

All of these reports and views are available in the EMC ViPR SRM Report Library under
EMC ViPR.

Storage
compliance
management

The EMC Storage Resource Management Suite provides visibility into the physical

and virtual relationships in this hybrid cloud infrastructure to ensure consistent
service levels.

The SRM Suite Storage Compliance SolutionPack automates the process of validating
the customer’s storage infrastructure configuration against EMC’s proven best
practices, providing the following functionalities:

e Monitors compliance with best practice and the EMC Support matrix
e |dentifies configuration issues proactively

e Ensures that hosts, SAN, and networking are configured to meet service levels

The workflow of Storage Resource Compliance Management starts with SRM policy
management. Through the SRM Administration Portal, an administrator can employ a
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default user-defined SRM policy to detect configuration changes to the hybrid cloud
environment that result in a breach of compliance.

Use case: Create storage compliance policy

This use case describes how an administrator can create a storage compliance policy.

1. Loginto the SRM Administration Portal and create a new policy under
Operations » Compliance > Storage Compliance > Manage Rules & Policies »

Create Policy.
2. Select atemplate from the drop-down list, as shown in Figure 74.
Create Policy
Selact Policy from mmpm[ EMC Best Practice Configuration s

J Description “ Scope “ Rules || Scheduis |

Policy Narme EMC Best Practice Configuration

Policy Description Tllap-nlw enforces that there are no orphaned zones masking,
mapping entries or stranded hosts, |.e. hosts without fully established .~

State Enabled =

Figure 74. Create a storage compliance policy: Description

3. Typethe relevant policy name and description and set the state of the policy
to Enabled.

4. Under Scope, create a new user-defined scope with the scope name and
criteria, as shown in Figure 75.

Create Policy [

Select Policy from template .  EMC Best Practice Configuration A

[ovrpion | Srn | s | o |

Q
C iName - Filter
All Arrays devtype='Array’
_ | All ESX Servers devtype="Hypervisor'
All Fabrics devtype="FabricSwitch' & (parttype='Fabric' | parttype='"VSAN')

Figure 75. Create storage compliance policy: Scope

The scope can be as broad or as specific as required for the storage compliance
use case. Once the rules are created and the severity set, as shown in Figure
76, a schedule must be applied before the policy can be saved.
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Create Policy
Select Palicy from template| EMC Best Practice Conﬁegyaﬁon &

[ Description || Scope || Rules ” Schedule |

lName — |Dmﬂptlon Type

Host Must Be Provisioned with Storage Identifies hosts that are connected to a fabric but do not have a fully Pathing
established path to a storage volume; either because the host was
never provisioned, or because the host has been de-provisioned but is
still physically connected to a fabric.

Masking Entry on Unmapped Volume Violation is fired when there is a masking entry without corresponding Masking

mapping entry. This rule is applicable only to Physical Hosts and ESX
Servers.

Figure 76. Create storage compliance policy: Rules

The new storage compliance policy can now be enabled and is ready to run.

The Storage Compliance SolutionPack downloads the EMC Support Matrix and
validates your SAN’s compliance with its recommendations to ensure that the
configuration has been thoroughly evaluated by EMC E-Lab standards.

If there are any breaches in compliance, EMC ViPR SRM creates a breach report to
enable administrators to analyze the issue. A policy breach occurs when an object in
the data center violates a user-defined policy.

Figure 77 shows an example of all active breaches by severity and policy in the data
center.

Storage Compliance / Breach Report

2014, May » June, the 18 at 7:57 AM EOT | Last 1 Month

Active Breaches by Severity Active Breaches by Policy

o 50 100 150 200 250 300 350 400 450 500
v v v v v v v v v v v EMC B
| Support |-

Matrix, id
- 2.68% | /4
Path |/

Manageme | |
nt, id =

|_s3m% |/

MAJOR (12.75%) Amay |
Configurati

! , id =

| MINOR (0.17%)

Occurence by Severity Compliance Reports

675 = 2 slements found, displaying il slements,
< Reports

o= All Active Breaches

T All Inactive Breaches

Figure 77. Breach Report: Active breaches by severity and policy

An active breach report for SAN zoning is shown in Figure 78 and is divided into three
sections:

e Breaches: Provides information on each breach severity, device name, device
type, policy, rules and breach timeline

e Breach details: Shows the cause of the breach and recommendation that
complies with the customer and EMC best practices
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Virtual machine

resource
management

e Drill-down into device: Provides the device summary that helps to investigate
further the compliance issues

Breaches
596 elements found, displaying 1 to 5. << < |1 2
< Devi < Affected A A
ag ﬂJ % BreachName Y 3 Device Y e oo Y Objects i + Policy Y +Rule h 4
Unused Volume -0049 EMC Best Practice ~ Unused Volume
[Ldesd Masking Entries R IRZERSE T Ly L Configuration Masking Entries
Unused Volume Masking ’ EMC Best Practice Unused Volume
MAJOR Entries 000192606487 Array LUN:0206 Configuration Masking Entries
Unused Volume Masking ’ EMC Best Practice Unused Volume
MAJOR Entries 000192606487 Array LUN:002D Configuration Masking Entries
Unused Volume Masking ’ EMC Best Practice Unused Volume
MAJOR Entries 000192608487 Array LUN:0046 Configuration Masking Entries
Base Connectivity . 5 . . Base Connectivity
MAJOR Interoperability for Hosts drm-esxi083.infra.lab.local  Hypervisor EMC Support Matrix Interoperability for Hosts
596 elements found, displaying 1 to 5. << < |1 2
Breach details Drill-down into device
One element found One element found.
< Message Y = Recommendation h 4 = Reports
. 1. Verify that the host port is up and exists in the same active Device Summary
;;};!::;mm: :::::)sl zone as the storage port. 2. Verify that storage objects in the
port. 2. A physical connection physical path are up and running.When this alert is generated,
in the path is Wp';aﬁ"“; Re" Iy c "h the oregs srrayw"
update the Repository; you do not have to wait for the next poll as
unplugged/down. specifid in the relevant data collection policy.

Figure 78. All Active Breaches report

As with all reports in EMC ViPR SRM, the breach reports can be sent automatically to
the relevant management team and administrators.

The use of virtual machine resources, both overutilization and underutilization, can
be identified easily and managed with VMware vC Ops. Once identified, the relevant
virtual machines can be remediated or resized appropriately. Capacity planning for
virtual machines based on past and current consumption is also possible in vC Ops,
enabling cloud administrators to calculate and plan more efficiently for current and
future virtual machine deployments.

Virtual machine capacity planning

The capacity planning component of vC Ops provides statistics on the current
utilization. It can also provide predictive what-if scenarios where infrastructure in the
environment might be influenced by an increase or decrease in the number of ESX
hosts, storage, or virtual machines on existing or new consumption profiles. By
implementing the what-if scenario, vC Ops models can predict the impact for
planning capacity requirements in advance.

As shown in Figure 79, the capacity figures are based on demand and consumption
trends currently operating virtual machines.

vmware

EMC’ Pivotal [N




Chapter 5: Operational Management

Virtual Machine Capacity
Capacity Remaining Time Remaining WM Capacity ~ Deployed Powered On  Capacity

Host CPU 19 VMs 106 days 33 VMs 13 VMs 13 VMs 73 GHz
Host Memary 11 VN 14 VMs 13VMs  13VMs  143GB
Disk Space 180 VMs =1 year 164 Vs 13 WVMs 13 VMs 3378
Disk /O Read 13 VMs 13 VMs

Disk /O Write 13 VMs 13 VMs

Disk /O Reads per Second 13 VMs 13 VMs

Disk /O Writes per Second 13 WVMs 13 VMs

Network I/0 Received Rate 13 VMs 13 VMs

Network I/O Transmitted Rate 13 VMs 13 VMs

Summary 1.1 VMs 14 VVMs 13 VMs 13 VMs

Figure 79. Virtual machine capacity for the cloud management platform

To plan the capacity requirements for future growth, the user can create a what-if
scenario that contains a virtual machine profile that is based on an existing virtual
machine or a new one, as shown in Figure 80.

What-if scenario (x)
New virtual machine configuration
Spedify the configuration and projected capacity usage of new virtual machines
Virtual machi t: 20 ~ || um1 population
Iriual maching count: |
View
Change Type CloudManagement
; . . vCPL: 41 CPU Cores at 2,.21GHz Usage
Seenario Specify new virtual machines VMEM: 130GE at 10.49GE Usage
R Virtual Disk:  2,593,4GE at 964.96GE Usage
Configuration Configuration: Utiization Disk 1/0: 2,593.4GE Usage
Ready to Complete VCPL: 2 |¥| x|306 GHz |[v| [35 % L
Reservation: | 0 GHz |+ Small VM Profile B
Limit: a0 GHz [w
o wCPU: 2 vCPU at 0.55% Utilization
Unlimited L VMEM: 4GE at 5.05% Utlization
r Virtual Disk: 90GB at 25.55GB Usage
Memory: 2048 MB v 20 % Virtual Machines: 4
Reservation: ] MB |~ B
Hedium VM Profile
Limit: v MB |w
Unlimited vCPU: 4 vCPU at 1.02% Utilization
WMEM: 9GE at 11.42% Utilization
Virtual Disk:  212GE at 90, 29GE Usage -
Specify Virtual Disk configuration )
pecfy < Host Population
1 wvirtual disks with the following u?nﬁguraﬁon: - U Memory
Type: Configuration: Utiization: L/ | smallest 12 x 3.06GHz | 47.94GB
virtual Disk: | Thin |+ 50 GB |w 50 % Largest 12 X 3.06GHz 95.94GB

Figure 80. Specify a reference virtual machine configuration

As shown in Figure 80, the virtual machine profile can be tailored to specify not just
the allocation of resources but also their actual usage and consumption. After adding
20 new virtual machines, details for virtual machine capacity are updated to display
the new values for capacity remaining, as shown in Figure 81.
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’ Capacity Remaining
Actual Add 20 New VMs
Host CPU 19 VMs 4.1 VMs
Host Memory 1.1 VMs Over by 5 VMs
Disk Space 150 VMs 259 VMs
Disk I/0 Read 1.010 VMs 990 VMs
Disk /O Write 1.010 VMs 990 VMs
Disk /O Reads per Second 1,010 VMs 990 VMs
Disk /O Writes per Second 1,002 VMs 976 VMs
Netwark I/O Received Rate 337 VMs 335 VMs
Netwark I/O Transmitted Rate 338 VMs 336 VMs
Summary 1.1 VMs Over by 5 VMs

Figure 81. What-if scenario: Adding 20 new virtual machines

Virtual machine resource optimization

In situations where resources are limited, vC Ops can identify reclaimable,
underutilized resources in idle or oversized virtual machines. For resource
optimization, the Waste dashboard compares configured and recommended CPU and
memory metrics and determines oversized virtual machines, according to actual
resource consumption over a defined time period.

The definition of underutilized or overutilized virtual machines is based on policy and
is customizable to suit specific business requirements, as shown in Figure 82.
Multiple policies can be created and applied, as appropriate.

Edit Policy (x)
1 Policy Details Oversized and undersized VMs
1a General Configure rules for the "right-sizing" of VMs. These settings affect waste and stress scores, and can affect alert generation.

1b Associations

2 Configure badges

VMs are oversized when:
Amount of CPU demand below 30 v %
2a Infrastructure badge thresholds B

2b VM badge thresholds Amount of memory demand below | 30 v %

2c Groups badge thresholds is more than | 1 % for the entire range *

3 Configure capacity and time

3a Capacity and time remaining VMs are undersized when:

3b Usable capacity Amount of CPU demand peaks above 70 v %
3¢ Usage calculation Amount of memory demand peaks above 70 v %
4 Configure state-related thresholds is more than | 1 % for:
4a Powered off and idle VMs -
@ Any 1 hour period

4b Oversized and undersized VMs

@ Entire range *
4c Underuse and stress

5 Configure alerts
6 Configure forecast and trends

* Entire range = 30 Days (see Non-Trend View Interval in Manage Display Settings)

Figure 82. Edit policy to specify thresholds for virtual machines

The dashboard detail provides a list of oversized virtual machines, with
recommended optimal resource configurations of appropriate values for CPU and
RAM resources according to real consumption history, as shown in Figure 83.
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Details
Oversized Virtual Machines

Virtual Machine - Policy Configured vCPL Recommended vCPLU
Win2k8R2_SP2010 Default Policy 2 vCPUs 1vCPUs
WIMZKAR2_Exchange Default Policy 2vwCPUs 1 wCPUs
vipr3 Default Policy 4 wCPUs 1 wCPUs
vipr2 Default Policy 4 wCPUs 1 wCPUs
vipri Default Policy 4 wCPUs 2vCPUs
vCloud Automation Center - laaS  Default Policy 4 wCPUs 4 wCPUs
vCloud Automation Center Default Policy 2vwCPUs 1 wCPUs
vCloud Application Director Default Policy 2 vCPUs 1 vCPUs
vCenter Orchestrator Default Policy 2 vCPUs 2vCPUs
vCenter Log Insight Default Policy 4 vCPUs 2vCPUs

Figure 83. List of oversized virtual machines

Running vC Ops reports

Reports in vC Ops provide a more formal reporting structure for the various views and
summaries available. Each report can have a specific schedule attached or can be
run manually.

When a report is successfully run, it can be downloaded in either PDF or CSV format
along with previously run instances of the same report.

The scope of reporting with vC Ops in this EMC Enterprise Hybrid Cloud solution
includes the cloud management platform and the cloud resources used by vCAC.

Metering

The hybrid cloud environment requires flexible metering and costing models that can
account for the utilization of all resources within the environment. VMware ITBM Suite
Standard Edition is a valuable business management tool in VMware’s cloud
management portfolio. It is designed for customers looking for a simplified
management solution that will help provide them with focused cloud infrastructure
costing. ITBM provides the costs for virtual machines and utilization of shared
resources to help better manage demand, budget for the future, and view capital and
operating expenditures, while driving accountability over cloud resources to lower
TCO.

As shown in Figure 84, the ITBM Suite is integrated as part of vCAC to provide
business management and cost transparency capabilities in a virtual infrastructure.
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OVERVIEW | CLOUD COST | OPERATIONAL ANALYSIS | DEMAND ANALYSIS | CLOUD COMPARISON | PUBLIC CLOUD | REPCRTS 0

W Frint
Total Cloud Cost Operational Analysis Demand Analysis
$ 1 0,430 Per Month $ 1 24 Average Monthly Cost per ¥M 42 YMs
o——0 *—9—9 s
Cost Drivers Cloud Resources Demand Allocation

| Storage
]| ES.Lt\censmg it;aage B Ctrers
[ DeETERERES u [ fin-bus-group
Labor I RAM
[ mig-hus-group
B Network I OS(License &L
Facilities
Other Caost:
CAPEX / OPEX u Br-ost Allocation Demand Largest Changes
$5,209
W Allocated cost Unallocated cost mg-bus
$4,847 group: $438 f
$2,729
0 fin-bus-
> 527
i 779 group: & f
Capex Opex Storage CPU RAM Others: 2206 &

Figure 84. ITBM overview

ITBM enables the cloud administrator to:

e Determine the pricing of vCAC blueprints by using the current cost and
utilization levels of virtual machines as a reference.

e Make decisions related to the placement of workloads based on the cost and
services that are available in the hybrid cloud environment.

e Provide chargeback cost of virtual machine and blueprints based on the
business unit and application group in the hybrid cloud environment.

¢ Manage costs based on capital and operating expenditures.

e Getan accurate cost of virtual machines without performing financial
configurations.

The charts displayed on the dashboard, as shown in Figure 84, are fully interactive.
The dashboard displays with projected information for the current month. ITBM
performs monitoring of the environment, collects new usage statistics, recalculates
the displayed data over time, and updates the graphics, as necessary.

More detailed information for each topic is available as you navigate the ITBM Suite.
More detailed reports with breakdowns of machine quota, memory, and storage
usage by business group, virtualization compute resources, and blueprints are
available in Reports.
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ITBM is integrated with VMware vCenter and can import existing resource hierarchies,
folder structures, and vCenter tags to organize hybrid cloud resource usage with
business units, departments, and projects.

ITBM contains a number of analysis views containing information:
e Operational analysis

e Demand analysis

Operational analysis

Operational analysis enables the cloud administrator to analyze the costs of the
underlying service resources of your hybrid cloud. These resources include CPU, RAM,
storage, and operating system (license and labor).

The operational analysis module accepts the total monthly operating cost in the
cloud infrastructure, as modeled by using the cost driver component as input, and
arrives at the base rate for CPU and RAM, expressed in terms of dollars per gigahertz
and dollars per gigabytes of CPU and RAM respectively. The derived base rates for
CPU, memory, and storage configured in the cost driver are used to calculate the total
monthly operating cost. Certain costs are directly attributed to the virtual machines,
for example, desktop operating system licenses and labor costs are classified under
the heading of OS (License and Labor).

As shown in Figure 85, this dashboard enables the user to visualize the total loaded
cost of CPU, RAM, storage, OS, and virtual machines running on different generations
of servers and costs.

This information enables the cloud administrator to optimize workload placements
based on the generation of hardware (for example, virtual machines on older servers
might cost more than the virtual machines on new servers) and get visibility of how
costs for CPU and RAM are trending over time.

OVERVIEW | CLOUD COST | OPERATIONAL ANALYSIS | DEMAND ANALYSIS | CLOUD COMPARISON | PUBLIC CLOUD | REPORTS

# Edit Utilization /

o Help + Status: Q

Resources

Current Month
Cost ($)

51,433

. 0S (License & Labor)

2 servers

Hil
8

61 1 server

27 live VMs
Average cost per VM
$92

2 live VMs
Average cost per Vi
549

Trend

Cost Breakdown

Percent of
Total

$926 30.01%
i cru
§147 573%
RAM sare
365 254%
g Storage

55.72%

VM Total Cost:

$2,472

VM Total Cost:

$99

Figure 85. ITBM operational analysis of a hybrid cloud environment
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The cloud administrator can adjust how the cost allocation occurs in the virtual
infrastructure. The total loaded cloud cost includes hardware, operating systems,
maintenance, network, labor, and facility costs. These costs are allocated on the
virtual infrastructure. To compute the loaded unit cost of CPU and RAM, the
administrator can specify the expected CPU value and memory utilization, as shown
in Figure 86.

Set expected utilization of Host CPU and Memory

(©) System defined (computed from historical averages)
) Set Global value: % 5 m 5
@ Set per server cluster - use the table below:

Server Clusters

Utilization % of Capacity Expected Expected Base rates

Type Description Servers Total Cost($) CPU Memory L33 TEEt
cPu (GHz) RAM (GB) utilization utilization% $/GHzCPU  $/GBRAM  Cost(s)

H vCACS.0.0.0-1445145 2 2686%0f7973 53.44% 0f 191.88 54184 57 45.74 51,28324 $3.90 51,062
[ ] ]

H fin-bus-group 1 0.00% of 20.21 0.00% of95.94 31450 | 75 2.22 §70.62 §178.62 $1,450

Figure 86. ITBM: Set expected utilization of CPU and RAM

The utilization levels of clustered and unclustered hosts are derived from the average
monthly usage data from vCenter. This enables the cloud administrator to understand
the loaded costs by cluster and to manage unallocated costs based on utilization
levels.

Demand Analysis

Through Demand Analysis, the VMware ITBM Suite Standard Edition enables the user
to easily identify their cloud resource consumers, the purpose for which they are
being consumed, and the costs associated with running those resources.

Figure 87 shows a list of cost centers that provides cost and usage of CPU, RAM, and
storage of virtual machines for the current month, categorized based on the

application, and the business unit. It also shows the monthly usage trend in a linear
graphical manner. The data is displayed at the beginning of the month based on the
previous month’s averages. It is updated throughout the month as utilization varies.

OVERVIEW | CLOUD COST | OPERATIONAL ANALYSIS | DEMAND ANALYSIS | CLOUD COMPARISON | PUBLIC CLOUD | REPORTS o Help

# Edit

Sort By: Consumer name - Alphabetical A

fin-bus-group 1 Project 7 tive VMs l. $625 e
mfg-bus-group 2 Projects 8 live VMs . $465 P
Others 1 Project 27 live VMs I _ $2 1754 ey

Figure 87. ITBM Demand Analysis of hybrid cloud
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ITBM provides intuitive navigation to detailed information. By clicking Projects, the
cloud administrator can view a breakdown of applications and the total cost of virtual
machines for each of the applications, as shown in Figure 88. This also provides a
visual view of cost and usage of CPU, RAM, and storage for virtual machines,
categorized based on the application in that business unit.

mfg-bus-group 2 projects 8 live VMs || $465

/—-‘
mfg-bus-group - Projects
Name Cost breakdown Total
DSLinux-With-ChangeStorage . $59
DS-Linux-Backup ] $405

Figure 88. ITBM Demand Analysis: Application costs

Click live VMs to show a detailed breakdown of cost and usage data for each cloud
resource, as shown in Figure 89. This view provides a list of virtual machines and
usage by CPU, RAM, storage, OS, and costs for each component. Click each virtual
machine to show the virtual machine resource cost history chart.

mfg-bus-group 1 Project 4 ive viis [ ] $222

mfg-bus-group - Virtual Machines

cPU RAM Storage Direct VM
Hame -« # of Vopu Total ($)
Cost($) Usage(GHz) Cost($) Usage(GB) Cost(§)  Usage (GB)
P epc2-win-mfgoos 1 5464 0.0 5473 376 $0.71 1839 $49.40 559
P epc2-win-mfglag 1 5323 0.0 5324 367 50.48 1912 $49.40 356
P epcz-win-mig012 1 5335 L 5331 375 s0.48 1812 $49.40 357
» migoa3 1 50.00 0.00 50.00 0.00 $0.03 793 $49.40 349

Figure 89. ITBM Demand Analysis: Virtual machine costs

Metering reporting

ITBM Standard Edition has a powerful reporting engine that provides information
about various system objects such as servers, datastores, virtual machines, virtual
machines of the public cloud, and clusters, to visualize capital expenditure (CAPEX)
and operational expenditure (OPEX) costs. ITBM reports allow this information to be
exported in CSV format for further analysis.

ITBM provides the user with the following reports containing detailed information for
the selected topics:

e Servers: Provides details about all servers that run your hybrid cloud and is
expandable to provide details for each cost driver

o Datastores: Provides details about each of the datastores seen by vCenter
Servers that ITBM is monitoring

e VMs: Provides details about all virtual machines running in the environment

e Clusters: Provides details about the servers within the clusters of the virtual
environment
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The Servers report, shown in Figure 90, has details for all servers hosted in the hybrid
cloud. You can add more server information by selecting cost drivers such as server
hardware, OS licensing, maintenance, physical server labor, network, facilities, other
costs, and allocation costs. ITBM Standard Edition also displays the total loaded
costs of servers.

Servers
Server Details
vCenter
SEom Server Host Name Description CPU GHz RAMGB  CPUs CLELD
i) cPU
0]
45 5 wvcach- Intel(R) Xeon(R) CPU X5680 @ 3.33GHz 3.30GHz 96c8 2 12
beta02.dts.lab.esglocal
24 5 wvcach- Intel(R) Xeon(R) CPU X5680 @ 3.33GHz 3.30GHz 96c8 2 12
beta01.dts.lab.esglocal
204 5 fin-bus01.dtslabesg... Intel(R)Xeon(R) CPU E5540 @ 2.53GHz 2.500H= 96cE 2 3

Figure 90. ITBM Server report: Part |

The Servers report displays details such as server ID, vCenter Server ID, host name,
description, CPU, RAM, and various other useful details. ITBM appends color-coded
sections to the report for every cost driver metric that is selected in each report. The
cost drivers can be configured as appropriate.

The server hardware detail, shown in Figure 91, contains information relating to the
purchase date of the server, the original price, the depreciated value, the current
reference price, and the total monthly cost.

Purchase

Cluster Name Cluster 1D Launch Date

Purchase Date Original Purchase Price Depreciated value Current Reference Price
VCACG.0.0.0-1445145 213 201001 06/01/2012 $10,616 54,883 510,616
vCACG.0.0.0-1445145 213 2010 06/01/2012 $10,616 54,883 $10,616

fin-bus-group 214 200901 01/01/2014 $8,135 $8,135 $8,135

Figure 91. ITBM Server report: Part Il Server Hardware

Figure 92 shows the licensing cost metrics selected in the Servers view. The metrics
show the licensing cost amortized monthly and by operating system, the number of
sockets being licensed, and the associated per-socket costs.

0S5 Licensing
Server 05
Sockets  Cost per socket Operating Systems Windows Server Cost Redhat Cost Suse Cost Other Operating Systems Cost
2 $400 3 $400 50 $200 $200
2 5400 3 5400 50 $200 $200
2 5100 1 50 5200 50 50

Figure 92. ITBM Server report: Part Il OS Licensing

The VMs report, shown in Figure 93, has details for all virtual machines running in the
hybrid cloud. The report can be viewed in a grid view or in a vCenter Server folder
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structure. This report contains all of the virtual machine specifications and usage and
utilization details that contribute to the total price.

VMs

vCenter Se
VM Name Entity ID nter ;‘I')er VCPUs  CPU GHz (Configured)  RAM GB (Cg
veacBsvr - 10.110.76.101 21 5 4 3.30GH: =]
vipri 23 5 4 3.30CHz
nsx-nsxm01 25 5 4 3.30GHz
veacB-srv - 10.110.76.80-0LD 27 5 4 3.306H:

Figure 93. ITBM VMs report

The reports show the various cost drivers such as storage cost, compute cost, OS
labor, OS licensing, OS maintenance, VI labor, and direct cost. A total monthly cost is
displayed at the end of each row, as shown in Figure 94.

VI Labor Monthly Uptime
Direct Cost  Tags Total VM Monthly Cost
Hourly Rate Total Hours %
$49.40 $4. 4460 $49.40 24 7.14% $113.63
$49.40 $4.4460 $49.40 23 6.85% $172.73
$49.40 $4. 4460 $49.40 24 7.14% $118.46
$49.40 $4. 4460 $49.40 17 5.06% $117.68

Figure 94. ITBM VMs report with Total VM Monthly Cost

The report can be sorted based on consumers, applications, and vCenter tags. As
with the other reports, this report can be exported into a CSV format to be used with
other applications.

Cost drivers

Cost drivers are the costs that are incurred in managing a data center. The Business
Management Administrator can manually input the cost drivers. If cost drivers are not
input, the values are obtained from the reference database included with the ITBM
Standard Edition.

ITBM Standard Edition categorizes the cost drivers into Server Hardware, Storage, 0S
Licensing, Maintenance, Labor, Network, Facilities, and Other Costs, as shown in
Figure 95. The cost driver data that you provide is the monthly cost, except for the
server hardware cost.
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Aeual Cos
I Server Hardware - $696 |
Storage  $2,513 T
OS Licensing — $1,800 T
I Maintenance ~ $405 |
Labor — $2,855 T
I Network ~— $1,080 T
Facilities - $231 ]

Figure 95. ITBM cloud cost overview

These costs can be displayed as percentage value or unit rate and might not always
show the actual cost. The final amounts of cost drivers are calculated by the user’s
inputs. If the inputs are not provided for cost drivers, the default values are taken
from the reference database, which is part of the ITBM Standard Edition product.

The cloud cost view enables the user to visualize all of the factors that affect the cost
of the environment. Figure 96 shows an example of this view.

Server Hardware

Servers Cost Details

Server cost by CPU age
2010 and older CPU Servers cost details

3 servers in 2 batches
Total monthly cost: $696 (reference cost: $696)

W 2014

W 2013

m 2011-2012

B 2010 and older

Server hardware costs are presented as monthly sums, calculated by using double
dedining balance deprediation over 5 years

Server Hardware list with full cost information

Figure 96. ITBM cloud cost: Server Hardware details

In addition to breaking down the costs into categories, the ITBM cloud cost displays
the chart view of the monthly costing trends, the actual cost, and the reference cost.
The costs have been calculated using the default cost drivers from the ITBM reference
database. The information in the database is derived from industry standards data
and vendor-specific data.

Figure 97 shows the edit screen. The administrator can manually edit the monthly
cost of all eight cost drivers from the current month and onward. The configuration
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used for cost drivers determines how ITBM Standard Edition calculates and displays

the cost.
- Monthly Cost of Server Hardware
== Server Hardware 3696 | ﬂ
Edit the monthly costs of servers
== Storage $2,513 - - .
= 9 - I E Server hardware cost by server configuration
Current
o Wumber of . Reference
[) oS Licensing s1.200 | @ = Servers | Desciption Cost el (e
Cisco 2 Cisco Systems Inc, N20-B6625-1, 2x 510516 S10616 521,232 5425 )
) Systems Intel(R} Xeon(R) CPU XS630 @
% Maintenance $405 | E et 333GHz, 3.3 GHz, 96 GB RAM
Cisco 1 Cisco Systems Inc, N20-B6620-1, 2x 58,135 $8,135 $6,135 521 ’
Systems Intel(R} Xeon(R) CPU ES540 @
con Ine2 2.53GHz, 2.5 GHz, 96 GB RAW
Labor $2,855 X
Totak: $696
ey Network s1.000 | @
g Facilties s231 | [

) Other Costs =0 | @ m
Total monthly cost $9,580

Figure 97. ITBM cloud cost: Edit monthly costs of server hardware

Cost profiles

VMware ITBM Standard Edition uses the reference database, which is preloaded with
industry standards data and vendor-specific data to generate the base price for vCPU,
RAM, and storage values. These prices, which show the default cost of CPU, RAM, and
storage, are automatically used by the vCAC, as shown in Figure 98. This feature
eliminates the need to manually configure cost profiles in vCAC and assign them to
compute resources, as shown for storage resources.

Memory cost: $2.2324 per GB per day
CPU cost: $0.3815 per day
Storage: = Storage Paths (22)
Storage Path ggz?:aﬁon Policy mge Cost (S:::agg)(}ost
@ fin-bus-group_Tier1 $0.0000
& L | fin-bus-group_Tier1_1a5ca710-a6d9-474b-8d32-62ee34d23205 fin-bus-group_Tier1 I Automatic $0.0032 'I
& [ fin-bus-group_Tier1_4c8a2cf6-83de-4392-98d7-3816c61b3864 fin-bus-group_Tier1  Automatic $0.0032 I
& | fin-bus-group_Tier1_65d18507-a62b-46c8-8c21-34a0d50019a0 Automatic $0.0032
& [ fin-bus-group_Tier1_89b1267-d50a-4c59-a24a-977c2de732c0 Automatic $0.0032
& | fin-bus-group_Tier1_e39be77a-9a40-4417-a6d2-c8c3754930e8 fin-bus-group_Tier1  Automatic $0.0032
() fin-bus-group_Tier2 $0.0000
& | fin-bus-group_fin-bus-group_Tier2_24a49049-06e2-468a-8e9a-4f08bf4ebd 1 Automatic $0.0032
& [ fin-bus-group_fin-bus-group_Tier2_264d92d4-03da-4560-842b-2203246955d8 Automatic $0.0032

Figure 98. ITBM Automatic cost profile for storage resources in vCAC

Through its integration with VMware vCenter and vCAC, ITBM enables the cloud
administrator to automatically monitor the utilization of storage resources provided
by EMC ViPR.

Storage profiles are created and based on the storage capabilities of each type of
storage presented to the storage service offerings. This integration enables ITBM to
automatically discover, group, and meter datastores in line with their storage profile.
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Figure 99 shows that the storage profiles created in vCenter are discovered by ITBM
where appropriate storage cost profiles are applied. This enables the business
management administrator to group tiered datastores provisioned with ViPR and set
the monthly cost per GB as needed.

Edit the total monthly cost per GB for storage based on:

1@ Storage Profile () Storage Type

Storage monthly costs by storage profile

Profile Datastores Total GB mc':'st“ """::’rgf Monthly Cost

Tier-2 2 9995 50.10 50.07 70
Tier-3 2 9995 50.10 50.05 550
Uncategorized 28 4734405 50.10 50.10 54,734
Total: $4,854

Figure 99. VMware ITBM chargeback based on storage profile of datastore

If the predefined price points are not appropriate, the ITBM administrator can
manually configure the price of the vCPU, RAM, and storage values. This enables the
administrator to:

e Select Set Default prices, where price is the cost for CPU, RAM, and storage
e Manually set the prices for each of the clusters and unclustered hosts
o Manually set the price for each of the datastores

ITBM integration with vCAC and vCenter

ITBM Standard Edition is integrated as part of vCAC and is displayed as a screen in
the vCAC self-service portal. This solution uses VMware vCenter Server as its
endpoint, so ITBM is configured to manage that vCenter Server.

After entering the appropriate administrative credentials for the vCenter Server and
establishing a connection, ITBM can monitor the vCenter inventory.

Summary

This solution, using VMware vCenter Operations Manager and EMC ViPR SRM,
provides comprehensive visibility of cloud infrastructure and applications, with
proactive SLA management, automated operations management for maximum
utilization, and operational efficiency.

With an integrated cloud operations management approach, VMware vCenter Log
Insight provides the operational intelligence and enterprise-wide visibility needed to
proactively ensure service levels and operational efficiency in this EMC Enterprise
Hybrid Cloud solution.

With the integration of ITBM into the self-service portal for the cloud administrator,
VMware vCAC addresses the metering and chargeback of all resources assigned and
used within the vCAC-managed hybrid cloud in this solution.
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Chapter 6  Security
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Overview of cloud security challenges

While many organizations have successfully introduced virtualization as a core
technology within their data center, some have not experienced the benefits of cloud
computing, such as increased agility, mobility, and control. Many organizations are
now under pressure to provide secure and compliant cloud services to address these
evolutionary needs. As a result, IT departments need to create cost-effective
alternatives to public cloud services that do not compromise enterprise security
features such as data protection, disaster recovery, and guaranteed service levels.

Security challenges must be addressed for organizations to maintain or improve their
security posture while enabling the business. Some of the challenges addressed in
the EMC Enterprise Hybrid Cloud are:

e lackof trust

e Disjointed authentication mechanisms

e Lack of coordinated event tracking

e Inconsistent application and server configurations

o Difficulty in maintaining multitenancy

EMC Enterprise Hybrid Cloud implements a variety of security features to control
network access, monitor system access, monitor user activity, and support the
transmission of encrypted data. The security features related to EMC Enterprise
Hybrid Cloud are implemented on EMC and VMware components that constitute the
solution.

This chapter provides feature information and configuration options available for
secure system operation. It explains when to use security features and why they are
relevant. It includes the following sections:

e Public key infrastructure X.509 integration

Converged authentication

Centralized log management

Security configuration management

Multitenancy
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Public key infrastructure X.509 integration

Integrating a PKI infrastructure in a multitenant EMC Enterprise Hybrid Cloud
environment ensures that all the components that make use of X.509 certificates and
technology are trusted. By default, components are installed or factory shipped with
self-signed X.509 certificates. These are considered untrusted because the
authenticity of who issued or signed them cannot be verified and, by extension, the
application or device cannot be trusted. In such an environment, an attacker could
impersonate a device or application to perform man-in-the-middle attacks or harvest
administrative credentials for subsequent use in compromising other systems on the
network. A successful administrative attack is more serious because of the elevated
privileges usually given to systems administrators to fulfill their duties. Certain
regulated industries and governments, such as the U.S. Department of Defense, only
use trusted certificates.

Integration with a trusted PKI addresses this problem by establishing a chain of trust
from the trusted X.509 certificate installed on the device or application through the
issuing certification authority (CA) to the root CA. In addition, it provides a means to
validate this trust by publishing Authority Information Access (AIA) and Certificate
Revocation Lists (CRLS).

Enterprise PKI Figure 100 shows the hierarchal relationship of the PKI environment with the root

architecture self-signed certificate, the issuing CA certificate, and the end-entity-issued
certificates. Figure 100 also shows the trust relationship between the end-entity
certificates used in the EMC Enterprise Hybrid Cloud and the end user.
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Figure 100. PKI hierarchy for EMC Enterprise Hybrid Cloud solution stack

All issuing CA and end-entity certificates have URLs where the root and subordinate
CA certificates are located defined for the AlA, in addition to the location for the CRL
Distribution Point (CDP) that contains a list of revoked certificate serial numbers. The
end-entity certificates were issued by the subordinate CA and requested with a
Subject Alternative Name that consists of a fully qualified domain name (FQDN),
hostname, and IP address.

Part of hardening the infrastructure is to replace the self-signed X.509 certificates
with valid signed certificates from a trusted CA. Some organizations may choose to
use an external entity for this.

The EMC Enterprise Hybrid Cloud is configured with an internal CA using a
hierarchical structure, as shown in Figure 100. This shows the CA architecture with
the root at the top level, which is either offline or air-gapped. Subordinate CAs are
tiered in the Active Directory forest.

RSA
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Safeguards should be put in place to protect the private keys used by the CAs. A
virtualized environment can use using network-based hardware security modules
(HSMs), to store the CAs’ private keys in a secure manner with tamper protection.
HSMs can also provide offloading of certain cryptographic processing for symmetric
or asymmetric needs where performance is a requirement.

The PKl used in the EMC Enterprise Hybrid Cloud is based on the deployment of the
Active Directory Certificate Services. You must follow best practices when designing
your organization’s PKl infrastructure and take additional security measures to
ensure protection of the private keys in use by the CAs.

Microsoft Active Directory—LDAP over SSL certificates

LDAP is the protocol by which many applications submit authentication or
authorization requests. LDAP introduces a significant security risk because
credentials (username and password) are passed over the network unencrypted.

We can significantly strengthen the security of these authentication and authorization
communications by encrypting the entire LDAP session with SSL, known as LDAP over
SSL or LDAPS. By default, Active Directory is not configured to support LDAPS, so
certain steps must be taken to integrate Active Directory with a trusted PKI to enable
LDAPS.

The Active Directory LDAP over SSL (LDAPS) certificate is issued by the subordinate
CA and requested on each participating domain controller using the certificate’s
Microsoft Management Console (MMC). The certificate is installed in the domain
controller certificate store and is used by Active Directory Domain Services to apply to
the LDAP protocol to secure authentication and authorization communications.

For more information about integrating PKl and centralized authentication in a cloud
environment, complete with configuration procedures, referto EMC Integration of PK/
and Authentication Services for Securing VMware vCloud Suite 5.1 Environments
Proven Solution Guide.

Converged authentication

This section introduces integration of authentication mechanisms with a centralized
directory and includes the following sections:

e Microsoft Active Directory LDAPS
e Windows authentication and service accounts
e VMware vCenter SSO

e Terminal Access Controller Access Control System Plus (TACACS+)
authentication integration
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Secure A significant challenge in securing any environment is controlling access to the

authentication solution’s resources. This is addressed in part through PKI by implementing trusted
certificates that allow the authenticity of applications and devices to be verified, and
that encrypt administrator access to the management interfaces.

Another challenge is the use of disparate authentication containers and policies
across distributed hardware and software components. EMC Enterprise Hybrid Cloud
relies on secure services from Active Directory to centralize authentication services
for VMware, EMC, and Cisco components.

In the EMC Enterprise Hybrid Cloud, Active Directory provides a single point of control
for account management and policy enforcement. In addition, it provides Kerberos
and LDAPS authentication, and authorization services. TACACS+ has been integrated
with Active Directory to support devices that do not provide direct integration with
Active Directory.
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Figure 101 shows the hierarchy of authentication communication paths used in the

EMC Enterprise Hybrid Cloud.
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Microsoft Active Encrypt the authentication session to avoid exposing clear text account credentials
Directory when an application or system authenticates users using a simple BIND request to
the directory.

To enable LDAPS, an authentication certificate issued by a trusted CA is installed on
each domain controller that will service authentication requests.

Windows authentication and service accounts

In a production environment, use service accounts to track and control applications,
and to mitigate the impact of a potential systems compromise.

Integrated Windows authentication

The integrated Windows authentication feature in Microsoft SQL Server provides
better security than SQL Server authentication by taking advantage of Active Directory
user security and account mechanisms. When an application connects through an
Active Directory user account, SQL Server validates the account name and password
using the Active Directory principal token in the operating system. This means that
Active Directory confirms the user identity. SQL Server does not ask for the password
and does not perform the identity validation.

Integrated Windows authentication uses the Kerberos security protocol, and provides
a centralized mechanism for password policy enforcement with regard to complexity
validation for strong passwords, support for account lockout, and password
expiration. Integrated Windows authentication offers additional password policies
that are not available for SQL Server logins.

Windows service accounts

Microsoft recommends isolating critical services under separate, low-rights Active
Directory or local user accounts to reduce the risk that one compromised service
could be used to compromise other services.

The hierarchy of accounts (from least privileged to most privileged) that can be used
is:

Domain user (non-administrative)
Local user (non-administrative)
Network service account

Local system account

Local user (administrative)

AN A SR o o

Domain user (administrative)

Account types 1 and 2 are preferred as they best encompass the principle of least
privilege. Local system is a very high-privileged built-in account. It has extensive
privileges on the local system and acts as the computer on the network. Account
types 5 and 6 are less secure, since they grant too many unneeded privileges.

The following products can be directly integrated with Active Directory:

e vCenter Log Insight
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e vCenter Operations Manager
e vSphere ESXi hypervisor

e EMC Unisphere

e EMCVIiPR

VMware vCenter vCenter provides Single-Sign On (SS0) capability for vCloud Automation Center users.
SSO SSO is an authentication broker and security token exchange that interacts with the
enterprise identity store (Active Directory or OpenLDAP) to authenticate users.

These solution components can be indirectly integrated with Active Directory through
vCenter SSO:

vCenter Orchestrator

e vCenter Server

e vCloud Application Director
e vCloud Automation Center
e |TBM

VMware vCloud Application Director and ITBM integrate directly with vCAC and use
vCAC configured authentication providers, that is, Active Directory through SSO.

Note: The VMware Identity Appliance can be used in place of vCenter SSO.

TACACS+ The EMC Enterprise Hybrid Cloud relies on TACACS+ to provide Active Directory
authentication authentication integration for network and storage switch infrastructure. TACACS+
integration provides an increased level of security through authentication, authorization, and

accounting services, and is a publicly documented protocol over TCP/IP. It encrypts
credentials passed from the client device to the TACACS+ system and can be
configured to use Active Directory as its authentication directory to enable centralized
authentication.

Role-based access control

Throughout each element of the solution, local roles are mapped to Active Directory
groups for the purposes of administration, operation, and auditing. However, the
vCAC portal is exposed to infrastructure administrators and end users to perform
requests from the service catalog and manage their provisioned resources.

vCAC is built to work with existing infrastructures. It supports the different
requirements of the many business units in an enterprise and integrates with a wide
variety of existing IT systems and best practices.

User roles and responsibilities are defined and used in the structure of vCAC. The
administration of users and compute resources in vCAC is managed through the vCAC
console, which is the administrative portal.
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The primary groups, users, and roles that this solution focuses on are:
e laaS administrator
e Fabric group administrator
e Business group administrator
e Business group support

e Business group user

Infrastructure The infrastructure administrator role is responsible for configuring resource
administrator endpoints and fabric groups, where fabric group administrators and their respective
compute resources need to be defined.

A primary task of the cloud administrator is to configure the endpoints used by vCAC
for provisioning compute resources and operations.

In this solution, two endpoints were required:
e vSphere (vCenter): Used by vCAC for compute resources
e vCenter Orchestrator: Used by vCAC for additional configuration

The compute resources available for each fabric group are assigned when the cloud
administrator edits the fabric group.

Tenant The tenant administrator role is responsible for configuring tenant-specific branding

administrator and user management. The tenant administrators create business groups and assign
the business group manager, support, and user roles to Active Directory or OpenLDAP
users and groups. Administrators are also responsible for catalog management,
configuring catalog services, entitlements, approval policies, and shared blueprints
within the context of their tenant. They also track resource usage by tenant users and
initiate reclamation requests for decommissioning unused virtual machines.

Fabric group Fabric groups can be used to segregate resources used by one organizational group

administrator from another. Limited to their respective fabric group, fabric administrators can
manage cloud resources as defined by the laaS administrator. Fabric group
administrators are responsible for configuring resource reservations to be consumed
by each business group. They also define network, storage, compute, and cost
profiles. The fabric administrators can also define approval groups and policies.
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Business group Users in business groups are the consumers of the infrastructure provided to them by
their fabric group administrator:

e Business group manager role: Can access all virtual machines, create and
publish blueprints for end users, manage approval requests, and work on
behalf of other users in their group

o Business group support role: Help desk users whose role enables them to work
on behalf of other group users where required for troubleshooting and support

e Business group user role: End users, in the context of vCAC, who can deploy
from the blueprints made available to them by the business group manager

Users assigned the user role are the primary consumers of the vCAC self-service
portal. They can provision and manage their virtual machines. The deployment of
machine blueprints may be subject to approval by the business group manager. The
business group manager sets this approval policy per blueprint.

vCAC is configured to use Active Directory as an identity so the above roles can also
be mapped to Active Directory groups corresponding to existing enterprise teams, as
described in the vCloud Automation Center Installation Guide. Additional user groups
can be created in Active Directory and assigned to support the various roles in vCAC.

Entitlements

Entitlements are a vCAC construct designed to provide user and group access
controls to machine and service blueprints. Entitlements can also restrict access to
specific machine actions enabling or restricting actions available to certain users. In
addition, entitlements are the implementation point for approval policies. vCAC
entitlements can be used to restrict certain users to a defined view of the service
catalog, limiting access to the machine and service blueprints that users require to
fulfill their function.

Centralized log management

Most hardware systems and applications support recording audit and operational
events in a local log and, optionally, remote log servers. However, remote logging is
not enabled by default. The lack of a centralized log collection and management
system introduces a significant challenge for organizations, not just in
troubleshooting operational issues, but also in detecting and investigating security
incidents. In addition, it makes meeting regulatory and industry compliance
requirements extremely difficult if not impossible.

Some of the challenges are:
e Many log sources
¢ Inconsistent log content
e Inconsistent timestamps

e Inconsistent log formats
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VMware vCenter To address these challenges the EMC Enterprise Hybrid Cloud uses VMware vCenter

Log Insight Log Insight to deliver real-time log management and log analysis with machine
learning-based Intelligent Grouping, high performance search, and better
troubleshooting capabilities across the entire EMC Enterprise Hybrid Cloud solution.

Some of the benefits of Log Insight as they relate to security are:

e Install Log Insight easily by deploying an Open Virtualization Format (OVF)
package and providing network configuration details.

e (Can be integrated with PKl and Active Directory to provide secure role-based
access for security and operation administrators.

o Tightly integrated with vCenter Server and ESXi and comes with built-in
knowledge and native support for vCenter Operations Manager.

The Log Insight administrative web Ul is used to:
e Deploy and configure Windows agents
e Integrate with vCenter and vC Ops
e Configure ESXi hosts to forward logs

Other systems such as Linux servers, virtual appliances, arrays, switch gear, and data
center systems that include syslog functionality can be easily configured to forward
syslog events to Log Insight, as shown in Figure 102.
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Figure 102. Overview of vCenter Log Insight log collection types
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One of the biggest challenges to any organization deploying a log management
system is getting all their different systems’ events into the log server properly.
vCenter Log Insight can plug in vendor-provided content packs and enable an
organization to create its own content packs. Content packs already exist on the
vCenter Log Insight Solution Exchange for many vendors such as EMC, HyTrust, Cisco,
Puppet, and Microsoft.

Unlike many syslog implementations, Log Insight supports receiving syslog formatted
events over UDP, TCP, and SSL protocols. In high volume environments, the inclusion
of TCP support provides a significant performance improvement over a UDP-only
based system, because more events can be channeled through fewer connections.
This ensures that events are not lost as they could be with UDP based log servers.
Additionally, support for receiving syslog events over SSL ensures that the event
details are transmitted over the network in a confidential manner.

Log Insight consolidates and archives all log data in the EMC Enterprise Hybrid Cloud
and creates a historical record that enables:

e Storage or events in sufficient detail and with accuracy

e Audit logs to be retained for a determined period of time consistent with
enterprise security policy

¢ |dentification of security incidents and policy violations as they occur
e Performance of auditing and forensic analysis

e Establishment of baselines that can be used to detect anomalous behavior

Authorized users can use Log Insight to perform ad-hoc searches across all event
data, as illustrated in the failed login query shown in Figure 103. Commonly used
queries can be saved and reused when needed.

vCenter Log Insight integration with vCenter Operations Manager enables you to build
a security dashboard, correlating events across the EMC Enterprise Hybrid Cloud
solution and beyond.
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Security configuration and management

In the EMC Enterprise Hybrid Cloud, we applied the recommendations contained in
the vSphere 5.5 Security Hardening Guide, along with security configuration
recommendations from other vendors. This raises the challenge of how to apply
these hardening recommendations and operational configurations consistently
across all affected components in the hypervisor and virtualization plane.

Configuration management is a vital element of implementing secure systems
consistently and in accordance with your security policies. It comprises a collection of
steps focused on establishing a configuration baseline to maintain the integrity of the
EMC Enterprise Hybrid Cloud and the resources it supports.

Many organizations’ IT and security groups face a significant challenge in gaining
visibility into configuration management and compliance in their environments. To
address this challenge, the EMC Enterprise Hybrid Cloud uses a number of native
capabilities such as:

e vCenter host profiles. Ensure that a configuration set is applied consistently
across all ESXi hosts. Host profiles also enable many vSphere Hardening
Guidelines to be centrally applied. They provide a means to perform ad-hoc
scans for validate host profile compliance and displays alerts within the
vSphere Web Client.

e vSphere Update Manager. Enables patch management across virtual
appliances and ESXi hosts. Provides a means to install and update third-party
software on ESXi hosts. Organizations can establish a baseline and audit
compliance.

e vCenter Configuration Manager. Extends the capabilities of vCenter host
profiles and vSphere Update Manager to provide scheduled compliance scans
and reports. In addition, it enables patch management configuration
management of Windows and Linux guest operating systems and can audit the
entire virtualized environment against many industry or regulatory frameworks
and standards.

You should not underestimate the importance of the visibility, management, and
compliance that these three components bring to the secure operation of the EMC
Enterprise Hybrid Cloud solution.

vCenter host vCenter host profiles ensure that a consistent configuration is applied across all
profiles vSphere ESXi hosts when the EMC Enterprise Hybrid Cloud is initially deployed and as
new hosts are added to the environment. Specifically, host profiles:

e Ensure consistency for compliance
e Reduce the deployment time for new hosts

e Apply the same change to multiple hosts

Configuration settings that are shared by a group of vSphere ESXi hosts are stored in
a host profile. When a host profile is created, it is attached to one or more vSphere
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hosts or clusters. Once attached, the host configuration is compared against the host
profile and any deviations are reported. Administrators associate host profiles with
other hosts and clusters, ensuring consistency. Any drift in configurations can be
corrected automatically.

New hosts that are added to vCenter Server can be configured by applying the host
profile. Using this configuration management feature, administrators can create a
profile once, and then use it for multiple vSphere hosts, providing fast setup. This
automation feature eliminates the need to set up specialized scripts or manually
configure hosts.

When firmware upgrades or other events happen that require storage, network, or
security configuration changes on multiple hosts in a cluster, administrators can edit
the host profile and apply it across the cluster for consistent configuration updates.
In addition, the administrator can remove any settings that must be excluded from
the host profile check.

vSphere Update Organizations that are unable to patch systems effectively are susceptible to

Manager compromises that are easily preventable. It is important to carefully consider patch
management in the context of security, because it is important in establishing and
maintaining a solid security baseline. In addition, patch management is a core
requirement of various security compliance standards such as Payment Card Industry
Data Security Standard (PCI DSS). This standard requires that all system components
and software are protected from known vulnerabilities by having the latest vendor-
supplied security patches installed. Install critical security patches within one month
of release.

To address patch management in the EMC Enterprise Hybrid Cloud, VMware vSphere
Update Manager (VUM) is used to keep vSphere hosts and virtual appliances up-to-
date. VUM automates patch management and eliminates manual tracking and
patching of vSphere hosts and virtual appliances. It compares the state of vSphere
hosts with baselines, and then updates and patches to enforce compliance.

VUM includes these core features:

e Acompliance dashboard to provide visibility into the patch and upgrade status
of hosts and virtual appliances for compliance to static or dynamic baselines

e Stage and schedule patching for remote sites

e Deployment of patches that are downloaded directly from a vendor website,
including drivers, Common Information Model (CIM), and other updates from
hardware vendors for VMware vSphere hosts

Patching can lead to compatibility errors that require remediation. VUM can eliminate
the most common patching problems before they occur, ensuring that the time you
save in batch processing automation is not wasted later in performing rollbacks and
dealing with one-offs. Benefits of VUM include:

e Store snapshots for a user-defined period, so that administrators can roll back
the virtual machine if necessary
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e Securely patch offline virtual machines without exposing them to the network,
reducing the risk of non-compliant virtual machines

e Ensure the most current version of a patch is applied with automatic
notification services

vCenter The security status of each cloud system changes dynamically. These changes may
Configuration be caused by a cloud administrator operation introducing risk into the environment,
Manager cloud components that are susceptible to a vulnerability or an external environment

change such as a new attack method. Therefore, it is important to continuously
monitor the security status of the EMC Enterprise Hybrid Cloud, mitigate the potential
risk, and keep the system compliant to a security baseline.

In this solution, VMware vCenter Configuration Manager (VCM) is integrated with
VMware vCenter Operations Manager (vC Ops) to build a configuration compliance
audit and management system.

VCM provides a unified dashboard for managing configuration compliance. It
integrates with vSphere to perform configuration data collection, which enables the
vSphere infrastructure and its dependent components to be audited, flagging
exceptions to policy, and performing remediation. Preset rules and templates are
available that enable you to begin monitoring system compliance to regulatory
(Sarbanes-Oxley (SOX), Health Insurance Portability and Accountability Act (HIPAA),
Gramm-Leach-Bliley Act (GLBA), Federal Information Security Management Act
(FISMA), industry (PCI DSS), and Microsoft standards.

Examples of elements that can be tracked for compliance are:
e Hypervisor configuration through vCenter host profiles
e Hypervisorand virtual appliance patch management through VUM baselines
e Linux and Windows guest OS configuration

e Regulatory and industry standards through default compliance toolkits

Configuration compliance can be maintained against internal standards, security
best practices, vendor hardening guidelines, and regulatory mandates such as:

e Security best practices developed by the Defense Information Systems Agency
Security Technical Implementation Guides (DISA STIGs), the National Institute
of Standards and Technology (NIST), and the Center for Internet Security (CIS),
and many more

e Hardening guidelines from VMware and Microsoft

e Regulatory mandates such as SOX, the PCl standard, HIPAA, and FISMA

You can also use VCM to build your own IT standard to enforce best practices in your
environment. The integration between vCenter Operations Manager and VCM
includes using the VCM compliance template results to contribute to the Risk badge
score in vCenter Operations Manager, as shown in Figure 104.
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Figure 104.vC Ops dashboard displaying Risk badge score

The compliance templates are included in badge mappings that are run in VCM
against objects in vCenter Server instances that are managed by both VCM and
vCenter Operations Manager. These objects include virtual machines, host systems,
clusters, vCenter Server instances, and datastores. The compliance mapping results
determine the compliance score. Expanding the risk status table in Figure 104 shows
the compliance status summary, as shown in Figure 105.
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Figure 105.vC Ops dashboard displaying compliance status summary

vCenter Operations Manager pulls the scores into the formulas used to calculate the
Risk badge scores. When you review the standards compliance in vCenter Operations
Manager, you can navigate back to VCM to view the detailed results and identify any
configuration changes that you must make to bring an object that is noncompliant

back to compliance.
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Multitenancy

Consumers of provisioned resources need to operate in a dedicated environment and
benefit from infrastructure standardization, without having concerns about
information leakage and unauthorized access on a shared network infrastructure.

To address these concerns, the EMC Enterprise Hybrid Cloud solution was designed
with multitenancy in mind, through a defense-in-depth perspective, which is
demonstrated through:

e Implementation of VLANSs to enable isolation at Layer 2 in the cloud
management pod and where the solution intersects with the physical network

e Use of VXLAN overlay networks to segment tenant and business group traffic
flows

e Integration with firewalls functioning at the hypervisor level to protect
virtualized applications and enable security policy enforcement in a consistent
fashion throughout the solution

e Deployment of tenant Edge firewalls to protect tenant resources at the tenant
perimeter

The vCNS and NSX for vSphere deployment options not only add network
virtualization capabilities through the implementation of VXLAN, but also add rich
security feature sets. Both solutions offer a single interface for managing the virtual
network and protecting business group assets.

The solution was validated using hybrid cloud environments that implement network
and security virtualization using vCNS and NSX for vSphere in each environment.

Note: The architecture can be supplemented at the physical switch layer with private VLANs
(PVLANSs) and VRF tables to provide segmentation at Layers 2 and 3, although doing so is
outside the scope of this chapter.

Network security ~ The logical topology is designed to address the requirements of enabling
multitenancy and securing separation of the tenant resources. The topology is also
designed to align with the VMware security best practice of segmenting networks
according to the purpose or traffic type. For example, configuring an isolated network
segment for vMotion traffic between VMware vSphere ESXi hosts helps prevent
attacks where the unencrypted data transfer can be intercepted by an attacker and
reconstructed to gain access to sensitive data.

In validation testing, we configured trunks on the physical network infrastructure to
enable only the VLANs and PVLANSs required for operations within the hybrid cloud
environment. As well as being a security best practice, this helps to conserve
valuable resources such as Spanning Tree Protocol (STP) logical interfaces. Each
switch supports a limited number of STP logical interfaces, which can be used up
before the VLAN limit is reached, especially in a multitenant environment. Therefore,
pruning and carrying only the necessary VLANs can be of critical importance.
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Figure 106 shows the logical topology of the physical and virtual networks defined in
the EMC Enterprise Hybrid Cloud solution. VLANs provide segmentation of the
networks at Layer 2 in the cloud management pods, as that environment is likely to
be static and an extension of existing management networks.
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Figure 106. EMC Enterprise Hybrid Cloud network architecture
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Tenant and enterprise Edge routers

To enable connectivity between the physical network core and the tenant resources,
we deployed an enterprise NSX Edge router and a tenant NSX Edge router in HA mode
for each tenant.

An Edge appliance was configured as an enterprise router to act as a perimeter
gateway for the EMC Enterprise Hybrid Cloud tenants, on which we could apply a
perimeter security policy. This allowed security policies for the entire EMC Enterprise
Hybrid Cloud environment to be managed from a single interface.

Note: An existing Layer 3 core could provide the function of the enterprise Edge router used
in our example. The use of an NSX Edge appliance for this function is not prescriptive.

Security Two options are currently available for security virtualization in the EMC Enterprise
virtualization Hybrid Cloud; vCloud Networking and Security, and the premium deployment option,
NSX for vSphere. In this section, we focus on their security features.

vCloud Networking and Security

vCNS Manager is a single management and control appliance for vCNS operations
and provides the interface to manage network virtualization in the solution. This
enables the cloud administrator to prepare the vSphere ESXi hosts, configure VXLAN,
and create VXLAN networks.

Note: The term “prepare” in this context is used to mean the installation of the necessary
kernel modules on each ESXi host to enable VXLAN. While initiated by the administrator, the
installation is executed directly by vCNS Manager.

In addition, vCNS Manager is the point from which vCNS App and vCNS Edge
appliances are deployed and security policies managed. Integration with vCAC is
achieved through the vCAC endpoint where the vCNS Manager URL and enterprise
administrator credentials are specified when configuring the endpoint for vCenter.
This enables vCAC to make calls to vCNS Manager to retrieve inventory, create VXLAN
networks, and provision vCNS Edge routers.

vCNS Manager enables the use of security groups to provide logical containers that
can be populated with related objects to streamline security policies. As an example,
if you create a security group for web servers you can then apply a security policy to
that security group to permit access over port 80 and block all other access. Security
policies can be configured on vCNS Edge appliances to protect perimeters and vCNS
App Firewall at the datacenter and cluster levels in the vCenter hierarchy, enabling
consistent protection to be applied across the data center.
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VCNS App Firewall

VvCNS App Firewall provides virtual networking security for virtual machines through
segmentation and zoning down to the vNIC level. vCNS App Firewall is a hypervisor-
based application firewall that:

¢ Interrogates all the traffic flows between the virtual machines on a vSphere
ESXi host

e Provides detailed visibility into network flows and communications

e Enforces granular policies with security at the virtual network interface card
(VNIC) level by using a loadable kernel module to inspect and monitor traffic
and enforce the security policy

Adaptive trust zones with Layer 2 firewalling protect against password sniffing, DHCP
snooping, or poisoning attacks, and Address Resolution Protocol (ARP) spoofing.
Application-aware firewalling improves security by opening session (ports) only when
needed for common applications, such as Oracle Database, Microsoft Exchange, and
Microsoft RPC.

Implementing vCNS App Firewall provides further granularity by enabling policies to
be applied to individual virtual machines, vApps, or logical groups of resources called
security groups. Security groups enable enterprise administrators to logically group
various resources such as IP addresses, MAC addresses, resource pools, virtual
machines, and vNICs in their datacenter when creating firewall rules, thus simplifying
administration and reducing complexity. The architecture enables a single
management point for networking and security to protect a relatively large number of
resources. This advances the flexibility of security beyond the traditional, physical
gateway model to a model that protects from the perimeter down to the vNIC level.

vCNS App Firewall is an important tool for implementing security policies to protect
virtualized applications across the data center and monitoring inter-virtual machine
traffic to demonstrate compliance when customers are trying to meet regulatory
requirements. All virtual machine traffic flows can be easily monitored, rules can be
defined and enforced regardless of virtual machine location, and rules can be set to
log to a centralized log repository.

VCNS Edge appliance

The vCNS Edge appliances provide a rich set of integrated gateway services for
protecting virtual data centers and optimizing resource utilization. This virtual
appliance includes services such as stateful firewall, network address translation
(NAT), load balancing, DHCP, and VPN. Edge high availability protects against
network, host, and software failures to deliver reliable network communications and
connectivity within each business group’s networks. In addition, vCNS Edge acts as a
fully fledged Layer 3/Layer 4 stateful firewall, enabling security at the business group
edge and between internal networks.

NSX for vSphere

VMware NSX is the next generation of network virtualization and offers additional
functionality and improved performance over vCNS. This additional functionality
includes distributed logical routing and SSL off-loading, distributed virtual
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firewalling, logical load balancing, and support for routing protocols such as Border
Gateway Protocol (BGP), Intermediate System to Intermediate System (IS-IS), and
Open Shortest Path First (OSPF).

NSX also provides substantial performance improvements in throughput, with logical
routing and firewalling providing line-rate performance distributed across many hosts
instead of being limited to a single virtual machine or physical host. VMware NSX
extensibility provides VMware- and partner-integrated services to help customers
optimize the deployment of their virtual networks. The NSX platform uses a
distributed service framework that allows service composition at multiple points in
the network and enables easy insertion of partner services through the NSX API. This
provides a framework for third-party security integrations such as intrusion detection,
intrusion prevention, anti-virus, and vulnerability management. These integrations
enable further workload behavioral analysis and workflows to protect the
environment.

NSX distributed firewall

Another key feature is the NSX distributed firewall, which is implemented in the
hypervisor kernel and eliminates the need to route traffic through vCNS Edge or
physical firewalls for inspection. Traffic is analyzed by the hypervisor when it leaves
the source virtual machine vNIC and before it enters the vNIC of the destination
virtual machine. Because the NSX is integrated with vCenter Server, it can use the
vCenter inventory and filter on more than just source and destination IP addresses or
ports.

Rules can be applied to virtual machines, security groups, clusters, and data centers.
Security groups can also have dynamic membership, which can apply rules based on
virtual machine attributes such as guest 0S, virtual machine name, or security tags,
enabling rapid deployment of new virtual machines or additional capacity to existing
applications that automatically inherit all applicable security rules. Because this
inspection is performed at the hypervisor level, traffic does not have to be steered
through and analyzed by another device or virtual machine on the network.

Flow monitoring can also be used to see historical and real-time traffic flows. These
flows can be shown in aggregate, by service, or by virtual machine. The data can be
used for troubleshooting performance issues, firewall misconfigurations, or rogue
traffic on the network.

NSX Edge

Itis important to highlight differences between the NSX Edge that is deployed by
vCAC as part of a blueprint and what can be deployed directly from the Networking &
Security web client.

Through the Networking & Security web client, an NSX Edge is deployed as either an
Edge gateway or a distributed logical router (DLR). This appears in the Networking &
Security web client as an NSX Edge 6.0. However, when vCAC provisions an on-
demand Edge, a vCNS 5.5 Edge, which does not have as rich a feature set as the NSX
Edge 6.0, is deployed. This vCNS Edge appears in the Networking & Security web
client as an NSX Edge 5.5.
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A comparison of the Edge features when deployed by vCAC based on the blueprint
deployment model is shown in Table 3.

Table3. Comparison of the NSX Edge features supported by vCAC

Feature Pre-created On demand

Logical switch

Provider Edge (distributed logical router)

NSX Edge 6.0

NSX Edge 5.5

Edge load balancer

Edge load balancer SSL termination

Edge load balancer application rules

Firewall Edge gateway

< [ X | ¥ | < |I<|I<|=<|=x<|
< |I<|lZz|z2|<|<|z|z|<

Logical DHCP

Summary

The infrastructure solutions stack required to deliver EMC Enterprise Hybrid Cloud
services must provide a trusted means of centralized management, bringing together
the software and hardware components that form the complete solution so that they
can be securely managed and enforced.

This chapter demonstrated that an EMC Enterprise Hybrid Cloud solution stack can be
integrated with an enterprise PKI to ensure authenticity, strengthen authentication,
and encrypt administrative communications. In addition, this shows how integration
with a common directory can be achieved to support LDAPS, Kerberos, and TACACS+
authentication services, streamline administration and policy enforcement, and
provide tighter control. In addition, we showed that the native capabilities of the
solution can be used to provide centralized log management and analytics, patch
management, configuration management, and security compliance enabling
considerable visibility into the operation and security posture of the cloud
environment.
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Chapter 7 Conclusion

This chapter presents the following topic:
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Conclusion

The EMC Enterprise Hybrid Cloud empowers IT to be a broker of cloud services,
providing the control and visibility that IT organizations need, and the on-demand
self-service that developers and application users expect.

Users can easily provision standardized services directly from an application
marketplace portal, with upfront pricing. Delivery of these resources from private and
public clouds, whatever the workload calls for, is built on policies set by IT. This
ensures application workloads are placed in the right cloud, with the right cost,
security, and performance.

The EMC Enterprise Hybrid Cloud is also the bridge between today’s applications
(Platform 2) and the social, mobile, analytics and cloud applications of the future
(Platform 3).
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EMC documentation

The following documents, available on EMC Online Support or EMC.com, provide
additional and relevant information. If you do not have access to a document, contact
your EMC representative.

o EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:

Foundation Infrastructure Reference Architecture

o EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:
Data Protection Backup Solution Guide

o EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:
Data Protection Continuous Availability Solution Guide

o EMC Enterprise Hybrid Cloud 2.5.1, Federation Software-Defined Data Center:
Data Protection Disaster Recovery Solution Guide

o EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Hadoop Applications Solution Guide

o [EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Pivotal CF Platform as a Service Solution Guide

o [EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Security Management Solution Guide

o EMC Enterprise Hybrid Cloud 2.5, Federation Software-Defined Data Center:
Public Cloud Integration Guide

o Using the EMC VMAX Content Pack for VMware vCenter Log Insight White Paper

o EMC Integration of PKI and Authentication Services for Securing VMware vCloud
Suite 5.1 Environments Proven Solution Guide

o EMC Avamar-Technical Deployment Considerations for Service Providers

Other documentation

For additional information, see the following document, available on the VMware
documentation website:

e vCloud Automation Center Installation Guide
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